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Abstract

In this thesis, we develop an extension to the Constrained Path Monte Carlo method to
calculate the imaginary-time Green’s function in the one-band one-dimensional Hubbard
model. The results of the Monte Carlo calculations agree very well with exact results (for
systems where exact results are available). We then use the calculated Green’s functions to
probe the magnetic ordering of a large system beyond the reach of exact calculations.






Introduction

The strong correlation problem

The accurate prediction of material properties requires robust and reliable calculations
at the microscopic level. At this level, the behavior of particles (specifically electrons in this
thesis) is governed by the many-body Schrédinger equation. Given a potential (rules governing
how particles interact with each other and their surroundings), this partial differential equation
describes how the quantum state of a physical system changes with time. It plays a role similar
to Newton’s second law in classical mechanics which relates force to mass and acceleration.
Despite the Schrodinger equation’s simplicity, we only know its analytical solutions in a
small number of cases: particles in an infinitely-deep potential well, in a spring-like harmonic
potential and so on. Beyond these simple models, we have to resort to numerical methods.

According to Bajdich and Mitas [1], there are four fundamental challenges to the quantum
many-body problem. The first challenge is the large number of particles in a typical system
of interest: a moderate size solid contains on the order of 10?* quantum particles. For
systems containing a small enough number of particles, we can use exact numerical methods,
such as exact diagonalization [2]. However, these methods are limited by their ezponential
computational complexity: if N is the number of particles in a system, the time taken to
compute some property is proportional to e’V. Algorithms with exponential complexity are
considered computationally prohibitive except for small systems.

To circumvent this exponential scaling, early quantum mechanical studies of large systems
rely on simpler independent-particle methods, known as “mean-field” methods. An example
is the Hartree-Fock method [3, pp. 39-230]. This method assumes that electrons in a solid
feel an “average” effective potential caused by other surrounding nuclei and electrons, and
that the true potential does not deviate too far from this average potential. By replacing
the true many-body interactions between electrons with this average potential, the method
reduces a many-electron problem to a one-electron problem that can be solved more easily.

The second challenge comes from quantum interactions (or “correlations”) between
particles. These interactions create novel electronic and magnetic properties in strongly
correlated materials i.e. those in which the behavior of electrons cannot be described in terms
of non-interacting entities. These materials include [4] high-temperature superconductors
(zero resistance at unusually high temperatures), heavy-fermion metals (mobile electrons
with effective mass thousands of times that of normal electrons), colossal magnetoresistance
(great sensitivity of resistance to small changes in an applied magnetic field) and so on.
Strongly-correlated systems is one of the most exciting areas of modern condensed matter
physics. Hartree-Fock-like methods do not treat correlation well because all electrons are
subject to the same potential. Density functional theory, a widely used and successful class
of methods, partly overcomes this problem by estimating the many-body correlation with
an exchange correlation functional.
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The third challenge is the high accuracy required for predictions that are comparable to
experiments. In strongly-correlated materials, even small errors in the electronic correlation
can lead to crucial and qualitative differences in physical properties. Despite the success of
density functional theory, its treatment of electronic correlation is entirely approximate [5, p.
1]. Thus, alternatives to independent-particle theories are needed, among which quantum
Monte Carlo (QMC) is a promising candidate.

Unlike other methods, QMC [5] is stochastic in nature i.e its results have associated
statistical uncertainties. However, these uncertainties are inversely proportional to the square
root of the number of simulations and, more importantly, independent of the number of
particles. By using stochastic sampling instead of explicit integration over phase space (which
scales exponentially), QMC has computational costs that scale polynomially (about N?3) with
the number of particles N and enables computation of very large systems. The N-dependence,
in the case of CPMC, comes from the complexity of regular matrix operations. Due to the
nature of Monte Carlo integration, QMC methods have exceptional potential for parallel
scaling which enables them to easily take advantage of current advances in high-performance
computing like general-purpose computing on GPUs (graphics processing units).

The fourth challenge comes from the required symmetry of the solution as dictated by
quantum mechanics, a fundamental departure from classical systems. For example, a solution
for electrons has to be antisymmetric i.e. if we switch the labels of two electrons in the
system, the solution must negate itself. This antisymmetry requirement causes the “fermion
sign problem” [6] that afflicts all fermionic QMC methods. Fortunately, CPMC is able to
control this problem with the constrained path approximation, discussed in Section 3.9.

The Hubbard model

Although the ideal goal of condensed matter physics is the treatment of electrons in a
solid, the full interaction problem between all electrons and all ions is too difficult to tackle
directly. Nevertheless, much insight can be gained from the analysis of simplified models
that retain the essential physics, one of which is the Hubbard model, which was first written
down by John Hubbard in 1963 [7].

The first simplification in the Hubbard model is the Born-Oppenheimer approximation
(also used widely in quantum chemistry). Because the nuclei in a solid are a few thousand
times heavier than electrons, we can think of the nuclei as forming a static lattice. One
can also assume that the electrons only have short-range interactions. This is often a good
approximation in practice because the screening by electrons is enough to render long range
interaction negligible.

These two assumptions give rise to the Hubbard model to describe electron interactions
on a lattice. There are two contributions to the energy in the model. The kinetic energy
term allows electrons to move between localized states on adjacent sites of the lattice. These
electrons interact in the form of a Coulomb repulsion introduced by the potential energy term
when they meet on the same lattice site (due to the Pauli exclusion principle, there can be at
most two electrons on a lattice site). These two terms compete because the kinetic part favors
electrons being as mobile as possible while the repulsive potential part encourages electrons
to stay apart from each other, i.e. localized on different atomic sites. This competition is at
the heart of the electronic many-body problem.

The Hubbard model is the simplest model for many-electron interactions, an important
motivation for its studies. By varying the strength of the repulsion, we have a continuous
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regime from weak to strong correlation. It has been used in attempts to describe [8, p. 5]
the electronic properties of solids with narrow bands; band magnetism in iron, cobalt, nickel;
the Mott metal-insulator transition; and electronic properties of high-temperature cuprate
superconductors in the normal state.

Despite its apparent simplicity, no consistent treatment of the model exists for lattices in
more than one dimension. Fortunately in one-dimensional Hubbard lattices, many properties
can be calculated exactly by a number of methods. For example, in 1968, just a few years
after Hubbard came up with the model,! an analytic formula for the ground state energy
was found by Lieb and Wu [9] using the Bethe ansatz.

Quantum Monte Carlo

Quantum Monte Carlo (QMC) is a class of stochastic algorithms that use the Monte Carlo
technique to compute properties of quantum systems. The stochasticity means that instead
of giving a definite numerical result, QMC calculations give results that have associated
statistical uncertainties that can be reduced algebraically with more computer run time. There
are many QMC algorithms, which can be classified based on whether they work in ground
state (zero-temperature) or finite-temperature; are variational or projective and if projective,
A, ﬁ or e T(H=E1)). work in continuum or
lattice; and whether they take place in first quantization or second quantization. The terms
highlighted in red are the characteristics of CPMC.

We will now provide a brief literature review leading to the work in this thesis. The
technique of Markov chain Monte Carlo, which is used by CPMC and most QMC methods,
can be traced back to the invention of the Metropolis algorithm? by Metropolis et al. [11]
in 1953. This algorithm allows us to sample any probability distribution function without
knowing its normalization by generating a Markov chain whose stationary distribution obeys
the desired distribution function. This technique gave rise to Variational Monte Carlo (VMC),
the first QMC method, by McMillan [12] in 1965. VMC uses the Metropolis algorithm to
sample the squared magnitude of a trial wave function (which is the probability of finding an
electron at a point in space) and then evaluates the expectation value for some observable
with that trial wave function. Because of the large number of particle coordinates, Monte
Carlo integration is much more efficient than conventional quadrature e.g. summing the
areas of rectangular boxes under a curve.

Nevertheless, the accuracy of VMC depends entirely on the accuracy of the trial wave
function. Projective Monte Carlo methods, including CPMC, overcome this limitation by
using a projection technique to enhance the ground-state component of a starting trial
wave function. A very popular projective Monte Carlo method is the Diffusion Monte Carlo
(DMC) method, pioneered by Anderson [13] in 1975. This ground state method works in
configuration space and uses an open-ended branching random walk in imaginary time to
sample the ground state. The transition probability for this random walk is constructed by
invoking the similarity between the Schrodinger equation in imaginary time and the diffusion
equation with a source term.

the projection operator used (1 — 7H

! In fact, the title of the seminal paper by Lieb and Wu [9] referred to the model only as “the short-range,
one-band model in one dimension” instead of “the Hubbard model,” possibly because the name Hubbard has
yet to be widely associated with the model at that time.

? The Metropolis (also known as M(RT)?) algorithm was named one of the top 10 algorithms of the 20th
century by The Society for Industrial and Applied Mathematics [10] in 2000.
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All the aforementioned methods work in first quantization and now we will introduce
QMC methods that work in second quantization. The field of auxiliary-field quantum Monte
Carlo (AFQMC)—the introduction of auxiliary fields through the Hubbard-Stratonovich
transformation to convert an interacting system into many non-interacting systems—was
pioneered in 1981 by Blankenbecler et al. [14] and Scalapino and Sugar [15] with a finite-
temperature algorithm and was followed up in 1986 by Sugiyama and Koonin [16] with
a zero-temperature (i.e. ground state) algorithm. Between these two developments, in
1983, Hirsch [17] invented a discrete form of the Hubbard-Stratonovich transformation for
the Hubbard Hamiltonian. This transformation became very popular in latter AFQMC
calculations of the Hubbard model and Hirsch [18] himself used this transformation to study
many physical properties of the Hubbard model at finite temperature. All these methods
use the Metropolis formalism.

However, all these early pioneers had to contend with the fermion sign problem. This
problem arises because of the antisymmetry of fermionic wave functions and causes large
statistical errors at low temperature, large imaginary times or strong correlations, precisely the
regimes that yield interesting physics. In a very insightful paper in 1991, Fahy and Hamann
[19] showed how the introduction of auxiliary fields through the Hubbard-Stratonovich
transformation sets up a diffusion equation (with branching and drift) on the Grassmann
manifold of normalized Slater determinants. Based on this observation, they proposed [20]
the positive projection approximation to reduce or eliminate the sign problem. However, this
approximation is very computationally expensive when integrated into existing AFQMC
methods because they all use the Metropolis formalism.

The ground-state CPMC method was pioneered by Zhang et al. [6] in 1997. It combines
techniques from DMC (open-ended branching random walk in imaginary time, importance
sampling) and Metropolis AFQMC (Hubbard-Stratonovich transformation, Slater determi-
nants) to do ground state projection. The major breakthrough here is that the branching
random walk allows for a very easy implementation of the aforementioned positive projection
approximation by Fahy and Hamann [20], now called the constrained path approximation.
In 1999, Zhang [21] extended CPMC to treat systems at finite-temperature. Subsequently in
2003, Zhang and Krakauer [22] extended CPMC again to treat any interactions. This most
general formulation of CPMC is called the phaseless AFQMC method.

In 2001, Feldbacher and Assaad [23] invented an elegant and efficient way to calculate
the unequal-time Green’s function in Metropolis AFQMC. Earlier this year, Motta et al. [24]
used the phaseless AFQMC and the aforementioned method by Feldbacher and Assaad [23] to
calculate the unequal-time Green’s function of the jellium model. This last paper comes the
closest to the objective of this thesis: to develop an extension to the constrained path
Monte Carlo method by incorporating the method by Feldbacher and Assaad
[23] into the back-propagation technique by Zhang et al. [6] in order to calculate
the unequal-time Green’s function® in the one-band one-dimensional Hubbard
model. The longer-term goal is to perform these calculations in the two-dimensional Hubbard
model where there is no analytic solution. As the starting point for implementation, we will
use CPMC-LAB, a MATLAB package developed in Nguyen et al. [25] that can perform
ground-state CPMC calculations to find the ground state energy of the Hubbard model in
up to three dimensions.

3 In this thesis, we use the term “imaginary-time Green’s function” to include both the equal-time and
unequal-time Green’s function. The equal-time Green’s function has already been calculated in CPMC using
the back-propagation technique by Zhang et al. [6].
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Layout of the thesis

This thesis is organized as follows. In chapter 1, we introduce the formalism of second
quantization, which is used extensively in many-body quantum theory. We study purely
non-interacting electron systems and then non-interacting systems but subject to an external
potential. These systems are easy to solve and will serve as a testbed to help us understand the
numerical behavior of the extension to the CPMC method that we will develop in chapter 3.
They are also used to check the results of the non-interacting case of the algorithm developed
in chapter 2.

In chapter 2, we will introduce the Hamiltonian of the one-band one-dimensional Hubbard
model, the principal subject of this thesis. We will then discuss a number of useful properties
of this Hamiltonian and state the exact diagonalization (ED) algorithm to obtain the
unequal-time Green’s function of the model exactly.

In chapter 3, we describe the existing CPMC algorithm and the extension we have
developed in detail.

Finally, in chapter 4, we discuss the applications of the imaginary-time Green’s function.

We want to emphasize that the appendices constitute an important part of this thesis
and could have functioned perfectly as parts of the main body. We have elected to put them
in appendices in order to not interrupt the flow of ideas in the main body. They mostly
contain proofs of theorems or properties that are referred to in the main body. Because many
of these theorems and properties are standard results, they are routinely stated without
proofs in the literature, which might frustrate a beginner entering the field. This thesis hopes
to remedy this situation, to some extent.

Although this thesis is about “quantum Monte Carlo,” we will spend most of the time
developing the “quantum” part, that is, writing the quantum mechanical quantities we wish
to compute in a form that is amenable to a Monte Carlo solution and then showing the
Monte Carlo algorithms for such computations. We will not spend a lot time on the “Monte
Carlo” part because there are many excellent books that discuss the technique, such as Kalos
and Whitlock [26].

The most up-to-date version of this thesis (in PDF format) can always be obtained from
the following website:

www.huy.dev/Reed-thesis.

For all inquiries, questions, comments and errors, please contact the author at the following
email address:

me@huy.dev.

All journal articles in the bibliography are hyperlinked and can be accessed by clicking on
the journal citations.


https://www.huy.dev/Reed-thesis
mailto:me@huy.dev




Chapter 1

Non-interacting systems

In this chapter, we will introduce the formalism of second quantization, which is used
extensively in many-body quantum theory. After that, we will derive expressions for the
equal- and unequal-time Green’s functions for purely non-interacting electron systems and
then non-interacting systems but subject to an external potential. These systems are easy
to solve and will serve as a testbed to help us understand the numerical behavior of the
extension to the CPMC method that we will develop in chapter 3.

1.1 Second quantization

Quantum mechanics of a single particle is usually formulated in terms of the position
operator 7 and momentum operator p. All physical observables can be expressed in terms of
7 and p and a natural representation for quantum mechanics, the coordinate representation,
is defined in terms of eigenfunctions of Z.

Similarly, the quantum mechanics of many identical particles is described by ‘second
quantization’ which is formulated in terms of creation and annihilation operators. All
operators of interest can be expressed in terms of these creation and annihilation operators.
This section has been adapted from Negele and Orland [27, ch. 1].

1.1.1 System of identical particles

The Hilbert space of states for a system of IV identical particles is the space Hy of complex
square integrable functions Wy (771,..., 7 ) which represents the probability amplitude
of finding particles at one particular configuration of the N positions 71,..., ¥ n. Hy is
simply the N-th tensor product of the single particle Hilbert space:

Hy =HOHS - @H. (1.1)

If {|a)} is an orthonormal basis of H, the canonical basis of Hy is constructed form the
tensor products

lag...an) = |a1) @ |ag) ® -+ @ |an) . (1.2)

Note that these basis states of H utilize parentheses in the ket symbol. The wave functions
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associated with these basis states are

"¢a1...aN(?la-~-7?N) = (71...?]\1]@1...@]\/) (1.3)
:<<71’®-“®<7N’> (\a1>®---®]a1\/>) (1.4)

= ¢ar (T1)¢ay(T2) ... Gay (T'N) - (1.5)

The inner product of two vectors in this basis obeys the usual rules for tensor products:
(a1 ...anla]...dy) = (<a1| ®"‘®<OZN|)<|O/1>®“'® |Oé§\;>) (1.6)

= (a1]a)) ... {an|y) (1.7)

and the completeness of this basis follows from the completeness of the {|a)} basis:

Z ]al...aN)(al...aN\zl, (18)

Q140N

where 1 is the unit operator in Hy. From Eqgs. (1.5) and (1.8), we can see that the space
‘Hy is generated by linear combinations of products of single-particle wave functions.

So far the symmetry property of the wave functions have not been considered in the
construction of H . However, the spin statistics theorem requires that wave functions for
fermions be totally antisymmetric under particle exchange. That is, if P is a permutation of
the set (1,2,..., N) then a fermionic wave function satisfies

O(Tp1,...,7pN) = (=D (7,. .., TN) (1.9)

where (—1)” denotes the parity of the permutation P. To take symmetry into account,
we define the antisymmetrization operator P that, when acting on a many-particle wave
function, creates a linear combination out of all possible permutations of the particle labels
and gives each term an appropriate sign so as to make the combination antisymmetric under
exchange of particle labels.

— — 1 — —
PU(7,...,TN) = ﬁZ(_UPW(TPh..., ) (1.10)
P
For example, for two fermions
- = 1 - = - =
7)1/1(7”177’2):§[¢(7“177’2)_1/1(7’277"1)]- (111)

The antisymmetry requirement restricts the Hilbert space of N-particle fermionic wave
functions to a smaller space Fy. Since P is a projector [27, p.5], F is in fact the projection
of the full Hilbert space H under P:

Fn=PHnN. (1.12)
Using the operator P, a system of fermions with one particle in state a1, one particle in
state as and so on is represented as follows:
lag...an) = VNIP|ag...ay) (1.13)
1
= —= Z(—l)P lap1) ® - ® |apn) - (1.14)
VN!Z
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As expected, these antisymmetrized states obey the Pauli exclusion principle. Suppose two
states are identical |a;) = |ag) = |a) then

’0410(2043...04]\]> = vN!P!alagag...aN) (1.15)
= —VNIP |agaqas...ay) swapping changes the parity cf. Eq. (1.14)

(1.16)

_0 (1.17)

and no acceptable many-fermion state exists in this case.

From Eq. (1.12), it follows that if |1 ...an) is a basis of the Hilbert space Hx then
Play...an) spans Fy. Furthermore, if the basis |a) is orthogonal in #H then the basis
|og ... apn) is orthogonal in Hy and the basis |« ... ay) is orthogonal in Fy. To see why,
we evaluate the inner product of two such antisymmetric states.

(o ...alylar...an) = N!(d)...ay|P?|ay...an) (1.18)
= N!(a)...ay|Play...ay) since P is a projector  (1.19)
=> (=17 (allap) ... (ay|apy) (1.20)

P

Because of the orthogonality of the basis |a), the states |a) must be a permutation of
the states |a;). Furthermore, there is at most one particle per state |«a;), no two identical
states can be present in the set {a, ..., an}. Thus there is at most one permutation P that
transforms o, ..., ay into of, ...,y and the sum in Eq. (1.20) reduces to a single term.
Assuming the states |o;) are normalized, we obtain:

(o) ...dy|og...ayn) = (-1)7, (1.21)
which immediately gives us the norm of |aj ... an):
<O¢1...04N|041...O[N>:1. (122)

So these antisymmetric states are already normalized! Thus the completeness relation in Fy
is

1
i > Jor..an){on...ay] =1, (1.23)
Tat,.aNn
The overlap between a simple tensor product |51 ... n) and the antisymmetrized state
log ... an) is

1

(Br...Bnlaa...an) = i ZP:(—UP (Brlapr) (Balaps) .. (Bnlapn) (1.24)

1
= 7 Det ((Bilay)) (125)

where the notation Det ((5;|a;)) denotes the determinant of a matrix whose ij-th entries are
(Bilaj). If we let (B1...Bn| = (71...7n|in Eq. (1.24), we obtain the relationship between
the normalized antisymmetric states |« ...an) and the single-particle wave functions

¢ai(§>j):

\1’51’“.151\](?1, PN ?N) = (?1 N ?N |041 . aN> (126)

- - 1 -
Vg 8x(T1,..., TN) = —== Det (¢, (7)) (1.27)
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where we call Det (¢4, (7)) a Slater determinant. These Slater determinants form a basis
for F in coordinate representation.
The overlap of two antisymmetric fermion states is

(BlﬂN\ala]@ :Det(<51]a]>) (128)

1.1.2 Creation and annihilation operators

Now we introduce creation and annihilation operators, which provide a convenient repre-
sentation of the many-body states in Section 1.1.1 and many-body operators in Section 1.1.3.
For each single-particle state |A) of the single-particle space H, we define a creation op-
erator a; by its action on any antisymmetrized state |A;...Ay) of Fy where {|\;)} is an
orthonormal basis as follows:

aJ/f\)\l...)\N>:{

|AA1...An) if the state |A) is not present in [A;...\n)

. : . (1.29)
0 if the state |\) is present in [A1 ... An)

As the name suggests, the operator aI\ adds a particle in state |\) to the state on which it
operates and antisymmetrizes the new state. In addition to the many-particle states we have
used so far, it is useful to define a state with zero particles or vacuum state, denoted |0).
Note that the vacuum state |0), a state with no particles, is different from the zero of the
Hilbert space. A natural extension of Eq. (1.29) is the definition that a; creates a particle in

the state |A\) when acting on the vacuum |0):
al 10y = |\) . (1.30)

The creation operators ai\ do not operate within one space Fy but rather operate from a
N-particle space Fy to a (N 4 1)-particle space Fy1. The Fock space is defined as the
direct sum of the Fermion spaces

F=FodF1bFd - =&, Fn (1.31)
where by definition
Fo = 10) (1.32)
and
Fi=H. (1.33)

Any basis vector [A;...\y) may be generated by repeated action of the creation operator
on the vacuum |0).
M Aw) =al al, .. .al o) (1.34)

A general state |¢) of the Fock space is a linear combination of states with any number of
particles. For example, the state

6) = 5100+ 5 13 + 5 14 (1.3)

represents a system of particles in which there is probability 1/4 for having no particles,
probability 1/2 for having one particle in state |\) and a probability 1/4 for having two
particles in state |Au). The completeness relation in Fock space is

1
1:|o><0|+zﬁ > A AN (A (1.36)
N=1 AL AN
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The antisymmetry of the many-fermion states impose anticommutation relations between
the creation operators. For any state |A;...A\y) and any single particle states |\) and |u),
we obtain

ahal, [\ An) = A .. Ay) (1.37)
= — |uA\1 ... A\y)  antisymmetry of wave function (1.38)
= —alal A1 ) (1.39)

Since the above equation holds for any state, the creation operators satisfy the following
equation:

aia;ﬂ + aLa; =0. (1.40)

Defining the anticommutator of ai and aL as

{ai, aL} = aial + aLa:r\ (1.41)

we can rewrite Eq. (1.40) in a more compact form:
{al,al} =0. (1.42)

Since the operators ai are not self-adjoint, we define the annihilation operators a) as the

adjoints of the creation operators al. The anticommutation relation of annihilation operators
follow from adjoint of Eq. (1.40):

axa, + auay = {ay,a,} =0 (1.43)

The action of a)y on a state can be shown [27, p. 13-4] to be

(=11 By B;Bn) if |By) is occupied

(1.44)
0 if |8\) is unoccupied

aﬂﬂl...@):{

where 7 is the number of single-particle states before 5 and the notation B: means (3) has
been removed. As expected, if there are no particles in state |A) to be annihilated, ay yields
Z€ro.

It is also useful to define the particle number operator

Mo = G} ag . (1.45)

Using Egs. (1.29) and (1.44), we observe that the action of 1, on a state |¢) is to count the
number of particles in state |a):

N a1 ... an) :aLaa|a1...aN> (1.46)

)i ua.al |ar ... @i ... an) (1.47)

N
= Z(_
,1N
= (Zéaai> ]al...ai...aN) y (1'48)

where Zf\il daq, yields the number of particles in state |o) in |a;...an).

~
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1.1.3 Many-body operators

We now consider many-body operators in the canonical basis of H _in Eq. (1.2). If O is
any operator in Fp, the indistinguishability of fermions implies that O is invariant under
any permutation of the particles. Thus, for any state and any permutation P:

(Bp1 ... BeN|O|Bpy - .. Bpn) = (Br- .. Bx|OIB] .. By) - (1.49)

An operator U is a one-body operator if the action of U on a state lag ...an) of N
particles is the sum of the action of U on each particle

N
U|051...OJN>:ZUZ"CM1...CMN>, (1.50)
i=1

where the operator (72 only acts on the i-th particle. It can be proved [27, p. 9] that the
action of a one-body operator is entirely defined by its matrix elements («|U|S) in the
single-particle Hilbert space H. We can express any one-body operator in terms of creation
and annihilation operators:
U =3 (al015) alas (151)
a)/B

Similarly, an operator Visa two-body operator if the action of V on a state lag ... an)
of N particles is the sum of the action of V' on all distinct pairs of particles.

N 1 ~
V\al...aN>:§ZVij lag ... an) (1.52)
i#]
where XA/,-]- only acts on particles 7 and j. The symmetry requirement in Eq. (1.49) requires
that V;; = Vj;. The action of a two-body operator is entirely defined by its matrix elements

(Au|V|vp) in the Hilbert space Hy of two-particle systems. Any two-body operator can be
expressed in terms of creation and annihilation operators:

V= Z |V vp) a;aLapa,, . (1.53)
Apvp

Do note the reversed order of v and p in the matrix element compared to that in the
annihilation operators.

To recap, in this section, we have given an overview of the notation of second quantization
and how that relates to the familiar “first quantization” notation used in introductory
quantum mechanics. From this point on, we will use cj- and ¢; to denote creation and
annihilation operators instead of az and a;.

1.2 Non-interacting electrons

We will now use the second quantized notation developed in the previous section to study
non-interacting electrons. This should be familiar to readers who have taken introductory
quantum mechanics and should “ease” them into working with second quantization.

The non-interacting Hamiltonian represents the kinetic energy of electrons as they move
around a lattice

H=—t Z c;-rgcjo. (1.54)
o,(i:)
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where t is a parameter describing how easy it is for electrons to move between sites. The
notation (i, j) denotes nearest-neighbor hopping. We will only deal with one-dimensional
systems in this thesis.

Because the system is non-interacting, we can use the Fourier transform of the creation
and annihilation operators to diagonalize the Hamiltonian. We define the momentum-space
creation and annihilation operators to be:

cka = Zelkzczg (1.55)

where k are restricted to have discrete values k,, = %T” because we impose periodic boundary
conditions (and tacitly set the lattice spacing to be 1). Thus, inverting Eq. (1.55):

P 1 ikt
Cly = ——= Ze Cloo (1.56)
VN %
and the corresponding annihilation operator is
1 ik
> e, (1.57)

After the Fourier transform, the non-interacting Hamiltonian in Eq. (1.54) becomes

H=—t Z C}UCKU (1.58)

:—tz [\ﬁz —ikj ol ] [\ﬁzel’” g] Eqs. (1.56) and (1.57) (1.59)
= _N Z Ze_ik]elk ec}; Ch'o (1.60)

(j)o kk'
t N
=-N Z CLJCk’a Z (e*‘kje‘k E) . (1.61)
kk'o (j6)

Because j and [ have to be neighboring sites, j = ¢+ 1 or j = ¢ — 1. Thus

73 t —i ik’ —ik(0—1) ik’
H= N Z CLUck/U Z [e R IKE | o =ik (1) ok q (1.62)
kk'oc l
t H / ! :
-—= CLJC/«U Z |:elf(k —k)g—ik 4 oil(k 7k)elki| (1.63)
kk'o l
. . 1 o1
= —t Z CLUCk'o (e_lk + elk> [N Z otk _k)] (1.64)
kk'o l
= —t Z CL +Cl'o(2cos k) Oy recognizing the Fourier transform of §
kk'c
(1.65)
= -2t Z(cos k)chckU (1.66)

ko
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Dispersion relation for non-interacting electrons

1@
05 |
>
>
[} 0
c
L
-05
Dispersion relation
Fermi level
-1 1 1
0 0.5m s 1.5m 21

Momentum

Figure 1.1: The dispersion relation for non-interacting electrons in Eq. (1.68). The solid
circles denote filled states (up to the Fermi level) and empty circles denote unfilled states.
The Fermi level shown here is arbitrary.

Thus, the non-interacting Hamiltonian in the momentum basis is

H= Z skcLUc/w (1.67)
k

where we have defined

e = —2tcosk. (1.68)

In this basis, the Hamiltonian matrix is diagonal

We note that Eq. (1.68), as shown in Fig. 1.1, describes the dispersion relation for non-
interacting electrons if we require that electrons only move between adjacent nearest-
neighboring sites. Other forms of dispersion relations also exist. For example, the dispersion
relation for free electrons in continuum with A = me =1 is

k,2

1.2.1 Equal-time Green’s function

We will now take the first step towards finding the unequal-time Green’s function by
studying a special case of it: the equal-time Green’s function. The operator appearing in the
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equal-time Green’s function is

CJ'UCZU = (\/N E ek]Ckg> (\/N Ze kzc};,g) (1.71)
k k!

1 L
=5 e kol - (1.72)
k,k'

The expectation for this operator in the ground-state is

1 iki —ik’
(Tolcjoch, |Po) = N > e HE (W] kol | To) - (1.73)
Kk

Using the commutation relations of the creation and annihilation operators and the normal-
ization of |Wy), we have

1 ik —ik’! ki —ik’
(Wolejoch |Wo) = Nz [e’k]e F g — e W0 (W lel, er, [W0)] (1.74)
kk'

Because |W¥y) is occupied up to the Fermi level kr as shown in Fig. 1.1, the annihilation
operators ¢y, with |k| > kp acting on |¥¢) will yield zero because there are no states with
|k| > kp in |\I/0>

1 - -
<\IIO’C]‘0'CEU|\I]0> = Ze‘k(ﬁ@ - Z h=0 (1.75)
k |k|<kp
1 -
= PRI (1.76)
|k|>kr

Suppose the lattice is one dimensional with an odd number of sites N and odd number of

electrons N, with spin o. Recall that the periodic boundary condition implies that k,, = Q’TT”
where n ranges from —% to % i.e. the momentum states are symmetric about k = 0.
Since the Fermi level is at n = N(’Q*l, the k values of unoccupied momentum states satisfy
In| > Netl Thus
N-1
]. 2 s27Tn (s s 27N (0 Z
(Wolejoc,|T0) = + |60 1 =409 (1.77)
n="Notl
2
N-1
2 S [Qﬂ'n
== cos | —(j — 6)} . (1.78)
N g+l N

This is the expression for the equal-time Green’s function in a non-interacting electron
system.
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1.2.2 Unequal-time Green’s function

The unequal-time Green’s function is a generalization of the equal-time Green’s function
we studied in the previous section. It is formed from the following operator

co(r)c! (1.79)

where the creation and annihilation operators are in the Heisenberg picture i.e. they evolve
in time:

co(t) = etflte,(0) e H? (1.80)

ch(t) = etflch(0) e 71 (1.81)

Note that in real time, we have [cy(t)]T = c}(t).

Now let 7 = it be the imaginary time. Then the operator for the unequal-time Green’s

function becomes Cg(T)C;(O). In imaginary time, Egs. (1.80) and (1.81) become

Note that in imaginary time, [c,(7)]" # C;(T). From now on we will use the convention that
if an operator has no time attached to it, it is understood to be at time 0. The ground state
expectation value of the operator Cg(T)C} is

(co(r)el) = (Wole™ epe el |wp) . (1.84)
Since |Up) is the ground state, acting on the left with el gives
(ce(r)ch) = (olemPocy e el |wy) (1.85)

and Fourier transforming cl according to Eq. (1.56) gives

J

(1 iy
o Focy e (\/N 3 em@g)
k

Because |¥g) is the non-interacting ground state, it is filled up to the Fermi level kr. Thus
all creation operators below the Fermi level yield zero when acting on |¥g):

(ce(r)ch) = <q,0 \p0> . (1.86)

1 5 s
<Cg(’7’)C}L-> = — <\Ilo eTBoc, e Z e_‘k]cLU \IIO> . (1.87)
\/N k>kp
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If we let cx, for k > kp act on the ground state |¥(), the resulting state, which (for lack
of a better notation) we shall denote |¥o + k), is the ground state plus a particle in the
momentum state k.

1 = .
(ce(r)eh) = == <‘1’0 D D TR k> (1.88)
\/N k>kp
1 < E —ikj —rH —ikj
= —— (g |e" ¢ ZeljeT Uo+k ). e '™ is a scalar
\/N k>kp

(1.89)

Because the non-interacting Hamiltonian is diagonal in the momentum basis from Eq. (1.67),
the energy of Wy + k) is that of the ground state plus €, the energy of the momentum state

k. Thus acting on |Wg + k) with e ™ gives

<C@<T)C}> = L <\I;0 eTEOCg Z e—ikje—T(Eo-i-Ek) \I/O + k> (190)
\/N k>kp
1 < —ikj 7Eo —7(E
= ——(Wo|e > e MerFoemForer) | 4 k (1.91)
\/N k>kp
1 -
= ——(To|ee Y e e \110+k> : (1.92)
\/N < k>kp
Fourier transforming ¢, yields:
<C£(7_)CT> — L <\I;0 (1 Zeik’zck/ ) Z e—ik‘je—Tak ‘I’O + k‘> (1 93)
3/ o .
\/N \/N k! k>kgp
1 iy e
= N <\IJO Z Zelk Ke—lk]e—rakck,g Uy + k> . (1'94)
k>kp K

Once again, because |Wg + k) is the ground state plus a particle in the momentum state k,
crro must satisfy either |k| < kp or k' = k. Since k already satisfy |k| > kp, it must be that
k = k'. Thus

Z efle kig=Tekh e, 1 + k> (1.95)
k>kp

(er(r)el) = <‘I/0

— % <\I’0 Z ik (l=7) o —Tek ‘I/0> (1.96)
k>kp
— % Z (= e=Tek (W | W) (1.97)
k>kp
(er(r)el) = 5 3 e (1.98)

k>kp
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where ¢y, is defined as in Eq. (1.68):
e = —2tcosk. (1.99)

Assuming periodic boundary condition and an odd number of sites IV and spin-o electrons
Ny, by the same reasoning that leads to Eq. (1.77), Eq. (1.98) becomes

N—-1

=2 3 con [5G — ) exp [t con (222 (1100

Ng+1

N

assuming that the ground state is normalized. Note that this reduces to the equal-time
Green’s function in Eq. (1.76) when 7 = 0 as expected.

1.2.3 Non-interacting Hubbard model in an external potential

We will now increase the complexity of the non-interacting system in the previous sections
by including an external potential (Note that the electrons still do not directly interact
with each other). This is useful because in chapter 3, we will use the Hubbard-Stratonovich
transformation to break up an interacting systems into smaller non-interacting systems
living in external potentials, precisely the type of system we study in this section (although
the potential is different).

To the non-interacting Hamiltonian in Eq. (1.54) we added an extra term to describe an
external potential

H=—tY ccjo+d Vicle, (1.101)
LAY ¢
where V; describes the potential on site £.

Suppose we have the the ground state |¥() of Eq. (1.101). We want to find the unequal-

time Green’s function for this ground state. Let 7 = it be the imaginary time, we have

(ceo (T)ely) = (Wole™ g ™M el W) (1.102)

— &0 (Uglegge Al W) . (1.103)

where Ej is the ground state energy i.e. the sum of all the filled energy levels. Now let’s
switch to the eigenbasis of the Hamiltonian operator. Suppose H can be diagonalized as

H=_¢dHe (1.104)
=& QDQNe (1.105)
R
d d

where D is a diagonal matrix containing the energy eigenvalues F; (in increasing order i.e.
the lowest energy eigenvalue is at the the top left corner of D) and the columns of @ are the
eigenvectors of H. This equation also defines new creation and annihilation operators d
and d in this new basis. These are related to the one old ones by

dt =72l — 2¢f = dfof (1.106)
d=Q'¢ = ¢=Qd. (1.107)
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Element-wise, the above two equation give the relationship between individual old and new
creation and annihilation operators:

Zd QT n] Z and;rw (1108)
= Z Qemdmo - (1109)

In this new basis, Eq. (1.103) becomes

(cto(T)ely) = 0> (QN)njQem (Uo|dmoe ™, [Wo) . (1.110)

mn

Since diw creates a particle in the n-th eigenstate of H , d;rw acting on |¥g) adds a particle
in the n-th eigenstate to the ground state |¥y). Let’s denote this state by |[¥g +n). We
note that because of the Pauli exclusion principle, n must be an unfilled state i.e. n > N, if
we start numbering n from 1. Similarly, d,,,, acting to the right on |¥¢) gives |¥o + m) for
m > N,

N ~
(co(r)eh) = e 3" (Q)njQem (Wo + mle™ ™ W + n) (1.111)

m,n>Ng

Acting on the left with e~ and using orthonormality between |¥o + m) and |¥y + n) give

(co(r)el) = e > (Q1)n;Qume T TEN 5, (1.112)
m,n>Ng
= ) Que Q) (1.113)
n>Ng
= [QEQTL], (1.114)

where
e Q' is the bottom (N — N,) x N block of Q.

e & is the bottom right (N — N, ) x (N — N,) block of the diagonal matrix whose diagonal
elements are e~ 7% (F; are the energy eigenvalues).

We will use this result in Section 3.11.1 as a benchmark to understand the numerical behavior
of the extension to CPMC that we will develop in this thesis.






Chapter 2

The Hubbard Model

The Hubbard model is named after Hubbard [7] who introduced the Hamiltonian in
order to model electronic correlations in narrow energy bands and proposed a number
of approximate treatments of the associated many-body problem. In this chapter we will
introduce the Hamiltonian of the one-band one-dimensional Hubbard model, the principal
subject of this thesis. We will then discuss a number of useful properties of this Hamiltonian
and state the exact diagonalization (ED) algorithm to obtain the unequal-time Green’s
function of the model.

2.1 The Hubbard Hamiltonian

Here we only give a brief introduction to the Hubbard Hamiltonian because the topic has
been so extensively covered in the literature. For an excellent and comprehensive derivation,
see Essler et al. [8, pp. 1-5].

The setting for the one-band one-dimensional Hubbard model is a lattice of M sites. To
each lattice site i , we associate a Wannier wave function' |¢;) = ¢(x — R;) centered on site
i that serves as an orbital which can accommodates a maximum of two electrons of opposite
spin. Given this setting, the Hubbard Hamiltonian is

H=-t Z(Clac]'?a + H.C.) +U Z NG| (2.1)
(4,3) i

where the symbol (i, j) denotes summation over ordered pairs of nearest neighbors.
The coefficient t > 0 is called the hopping amplitude and is defined as

t=ty = [arora— ) (-5 ) ota - R) (22)

for all pairs ¢ and j. The assumption that hopping occurs only between nearest neighbors is
justified because the Wannier wave functions are highly localized, making the above integral
negligible between sites beyond nearest neighbors.

The coefficient U > 0 is called the Coulomb repulsion strength and is defined as

U=U; = /dm dz’ ¢i(z — R)¢[(x — R)V (| — 2'|)¢y(z — Ri)pr(x — Ry) (2.3)

L' A Wannier wave function is a Fourier transform of the Bloch wave functions. See Ashcroft and Mermin
[28, pp. 187-9].



22 Chapter 2. The Hubbard Model

for any site ¢ where V' is the Coulomb potential:

ef|mfx/|s

V(z—a'l) = (2.4)

|z — |
in which s is called the screening length.

The model only has two parameters: the strength of the interaction U/t and the electron
density (N4 4+ N|)/M. In this thesis we will use ¢ as the unit of energy and set ¢ = 1.

2.2 Some properties of the Hubbard Hamiltonian

2.2.1 Conservation of particle numbers

One apparent property of the Hubbard Hamiltonian is that it separately conserves the
number of particles of spin up and spin down i.e. H commutes with ny =y . ny and
ny =i nil

It’s easy to see that these number operators commute with the potential energy term
because

[Rigs njor] = 0 (2.5)
for all sites 4, j and spins o, ¢’. It’s also clear that every term in the kinetic energy operator
conserves the total number of electrons of a particular spin because c}acja simply moves an
electron of spin-o from site j to site ¢ without destroying or creating any electrons.

Because the Hubbard Hamiltonian commutes with the total number operator of each
spin, we can diagonalize the Hamiltonian for fixed numbers of spin-up and spin-down. In
other words, we can choose to work in a sector with a fixed quantum number S..2

2.2.2 Independence of the spin sectors in a Slater determinant

In this section, we will show that when dealing with Slater determinants in the Hubbard
model, we can treat the spin-up and spin-down sectors independently. This will become
useful in chapter 3.

Because the Hubbard model does not flip the spins of electrons, the expectation of any
one-body operators that contains fermion operators of different spins (e.g. c;rch 1) will be
zero.? This is quite an important observation whose consequence is that the only operators
we have to actually evaluate will have the form czacjg. Consider the effect [2, p. 116] of a
term like CLCN on a typical state |¢) given by

j6) = [e] ool el el ]10) (2.6)

The action of the operator gives

cliejp o) = cleilel oo eiumlleiy - ciyy] 10) (2.7)
= [eh il (DM ()Ml ey feiny - i) 0) (2.8)
= [chr o cinleleiileny - einl] [0) (2.9)

2 The quantum number S. is one of the eigenvalues of the operator S, = 137 (niy — niy) where we have
set A = 1 by convention.

3 We only need to show this is true for any energy eigenstate |¥) (because they form a basis for the
many-particle Hilbert space) which are also eigenstates of n+. The state c}Lch 1 |¥) will have one more spin up
electron than |¥). By basic linear algebra, these two states are necessarily orthogonal i.e. <\I/|c;.r¢cj¢|\1/) =0
because they are eigenvectors corresponding to different eigenvalues of the operator n4.
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where the two factors of (—l)M arise when we “move” the chj 1 operator through the spin-1
creation operators. Thus the operator clicj | effectively only acts on the spin-down sector. It

is easy to see that applying cZTchT will only affect the spin-up sector.

2.3 Exact Diagonalization

To benchmark the CPMC extension in chapter 3, we have written a computer program in
MATLAB to calculate the imaginary-time Green’s function exactly for the one-dimensional
Hubbard model with periodic boundary condition. The program takes as arguments the
hopping amplitude t, the Coulomb repulsion U, the number of lattice sites N_sites, the
number of spin-up and spin-down electrons N_up and N_dn, and the imaginary time tau. The
program returns two N_sites x N_sites matrices G_up and G_dn whose (i, j)-th element is the
imaginary-time Green’s function <cia(7')c; »(0)). The program uses three “helper” functions:

generateBasis.m generates the basis for the Hilbert space.

1. Calculate the total number of basis states in the spin-up and spin-down sector
N_sites N_sites
N_up ) ( N_dn
2. For each spin sector, form all possible basis states of that sector in binary repre-
sentation where 1 denotes an occupied lattice site and 0 denotes an unoccupied
site. For example, 01010 in the spin-up sector corresponds to a 5-site lattice in
which sites 2 and 4 are each occupied by a spin-up electron and the other sites

are empty and the site numbering increases from left to right.

separately. These are given by < ), respectively.

3. Form the basis for the full Hilbert space by forming all combinations of all
spin-up basis states and spin-down basis states. Thus, this full basis consists of
N_sites N_sites
X states.
< N.up ) < N.dn >
4. Associate each basis state with a decimal number by converting the binary
representation to decimal. This is to facilitate lookup of basis states later.

hubbardHamiltonian.m creates the Hubbard Hamiltonian.

Nsites) (Nsites

to hold the kinetic
N_up N_dn

1. Create two square matrices, each of size <

and potential Hamiltonians.

2. To form the potential Hamiltonian, loop through each basis state j and use the
bit_and operation to count the number of sites that are occupied in both the
spin-up and spin-down sectors and multiply the total by U. This is the value of
the (j,7)-th element of the potential Hamiltonian.

3. To form the kinetic Hamiltonian, loop through each basis state m:

(a) In the spin-up sector, for every occupied site, move the electron on that site
to the sites to its left and its right if those are not already occupied. Look up
the resulting state in the full basis of the Hilbert space. If the index of this
state is 4, set the (7, j)-th element of the kinetic Hamiltonian to

e +t if the hopping was around the lattice boundary and the total number
of spin-up electrons is even.
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e —t otherwise.
(b) Repeat step 3a for the spin down sector.

4. Add the kinetic and potential Hamiltonians to get the total Hamiltonian.

creationOperator.m creates the matrix for the creation operator czo. We assume o =1 for
this description. The procedure for o =] is very similar.

1. Call generateBasis.m twice to generate the full basis for the “source” Hilbert
space (for N_up spin-up and N_dn spin down electrons) and the “target” Hilbert
space (for (N_up + 1) spin-up and N_dn spin-down electrons).

. . . N_sites N_sites N_sites N_sites
2. Create a non-square matrix of dimension -by-
Nup+1 N_dn N_up N_dn

to hold the resulting matrix of the creation operator.
3. Loop through each basis state m in the “source” Hilbert space:

(a) Ifsite ¢ is not already occupied by a spin-up electron, create a spin-up electron
on that site and look up the resulting state in the basis of the “target” Hilbert
space. Let n be the index of this resultant state in the “target” basis.

(b) Set the (n,m)-th matrix element to 1 if the number of occupied sites from
site 1 through site (i — 1) is even; otherwise, set the (n,m)-th element to -1.
This step is identical for o =| except that we set the (n, m)-th element of the
matrix to 1 if the sum of the number of occupied sites from site 1 through
site (i — 1) and N_up is even and set it to -1 otherwise.

With these three functions in place, we are ready to compute the unequal-time Green’s
function <CiT(7')C;r‘T> (the procedure for (c¢; ¢(T)c} 1) is very similar):

1. Create the Hubbard Hamiltonian firstHamiltonian for the Hilbert space of N_up
spin-up and N_dn spin-down electrons.

(a) Diagonalize firstHamiltonian to get the lowest energy eigenvector which we
call groundState.

(b) Use matrix exponentiation to get the matrix expmFirstHamiltonian, defined as

expmFirstHamiltonian = etawx/xfirsthaniltonian (2.10)

where I is the identity matrix.

2. Create the matrix destructionMatrix by invoking the function creationOperator.m
to create the matrix for the operator Cir-

3. Create the matrix creationMatrix by invoking the function creationOperator.m to

create the matrix for the operator C;[-T.

4. Create the Hubbard Hamiltonian secondHamiltonian for the Hilbert space of (N_up+1)
spin-up and N_dn spin-down electrons.

(a) Use matrix exponentiation to get the matrix expmSecondHamiltonian, defined
as

expmSecondHamiltonian = ¢~ tuX/xsecondianiltonian (2.11)

where [ is the identity matrix.
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5. Evaluate (cn(T)c;p by computing the following matrix multiplication:

<ci¢(7')c;T> — groundState’ x expmFirstHamiltonianx
x destructionMatrix' x expmSecondHamiltonian

X creationMatrix x groundState (2.12)

where T in the above expression denotes the Hermitian conjugate of a matrix or vector.

We tested to make sure that the results of this program agrees to within numerical precision
(1078 to 10~?)with Eq. (1.100) when U = 0 i.e. for non-interacting electrons. We do note
that for large enough values of 7 (about 7 > 4), this ED algorithm is a little numerically
unstable. Although we did not have enough time to investigate the reason, we suspect that it
comes from matrix exponentiation. Because we only need 7 < 2 in this thesis, this numerical
issue is not a problem.

We also note that the current ED implementation is not the most optimized because
here we have only used the S, symmetry of the Hubbard Hamiltonian. However, because
the Hamiltonian also commutes with the total spin §?, we can reduce the size of the matrix
to be diagonalized by a change of basis to make the Hamiltonian block-diagonal where each
block corresponds to a fixed eigenvalue of S2. For details, see Jafari [2, p. 118-9].






Chapter 3

Constrained Path Monte Carlo

This chapter is the main chapter of this thesis where we discuss the implementation of
the constrained path Monte Carlo (CPMC) method. The ground-state CPMC algorithm has
two main components. The first component is the formulation of the ground state projection
as an open-ended importance-sampled random walk. This random walk takes place in Slater
determinant space and uses importance sampling to increase the efficiency. It is exact but
suffers from the sign problem. The second component is the constraint of the paths of the
random walk so that any Slater determinant generated during the random walk maintains
an appropriate overlap with a known trial wave function |¢)r). This constraint eliminates
the sign decay, making the CPMC method scale algebraically instead of exponentially, but
introduces a systematic error in the algorithm. These two components are independent of
each other and can be used separately. We call the combination of these two components
the ground-state CPMC algorithm.

This thesis only deals with the application of CPMC to the Hubbard model. This chapter
has adapted materials from Zhang et al. [6], Nguyen et al. [25], and Purwanto and Zhang
[29].

3.1 Slater determinant space

Here we define the notations and representations that will be used throughout this
chapter. Here we assume a one-particle basis has been chosen.

e M: the number of single-electron basis states i.e. the number of lattice sites in the
Hubbard model.

|xi): the i-th single-particle basis state (i = 1,2,...,M). In this implementation of
CPMC, |x;) is the Wannier wave function localized on the i-th lattice site.

cl-L and ¢;: creation and annihilation operators for an electron in |y;). n; = cjcl- is the

corresponding number operator.

e N: the number of electrons. N, is the number of electrons with spin o (0 =1 or ). As
expected, N, < M.

e ¢: a single-particle orbital. The coefficients in the expansion

) =D i) = D el 10) (3.1)
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in the single particle basis {|x;)} can be conveniently expressed as an M-dimensional
vector:

¥1

72 (3.2)
M

|¢): a many-body wave function which can be written as a Slater determinant. Given N

different single-particle orbitals (for N electrons), we form a many-body wave function
from their antisymmetrized product

|¢) = @1@h -3l [0) (3:3)
where the operator

Bh=> cloim (3.4)
7

creates an electron in the m-th single-particle orbital described in Eq. (3.2).

®: an M x N matrix which represents the Slater determinant |¢) in Eq. (3.3):

P11 Y12 ©Y1,N
Y21 P22 0 PN

o= . . (3.5)
M1 PM2 0 PMN

Each column of this matrix is an M-dimensional vector and represents a single-
particle orbital described by Eq. (3.2). If the real-space coordinates of the electrons

are R = {ry,ra,--- ,ry}, the configuration space representation of Eq. (3.3) is
pi(r1)  pi(r2) - pu(ry)
(Rlg) = o(R) = Det | P01 10 el (3.6)
<PN‘(I‘1) SON.(I'2) e (PN(‘I'N)
where

@m(r) = Z PimXi (I‘) . (37)

This is essentially Eq. (1.27). This is the more familiar form of a Slater determinant
encountered in introductory quantum mechanics.

It is very important to understand the difference between the representation of a Slater
determinant in second quantization (Eq. (3.5)) and in first quantization (Eq. (3.6))
even though they represent the same physical object. In first quantization, the Slater
determinant is the actual determinant of a square matrix made up of all possible com-
bination of electrons and orbitals. Taking the determinant ensures the anti-symmetry
of the wave function, as required by the spin-statistics theorem.

In second quantization, although we refer to ® as a Slater “determinant,” we actually
never take the determinant of ® because it is not a square matrix. The reason is that
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this matrix simply contains the coefficients for the creation operators and that the
algebra obeyed by these creation operators guarantees the antisymmetry of the wave
function.

e |U) (upper case): a many-body wave function which is not necessarily a single Slater
determinant, e.g. the many-body ground state |¥y) in Section 3.3.

We list several useful properties of a Slater determinant in the representation of Eq. (3.5).
The first property is that for any two non-orthogonal Slater determinants, |¢) and |¢'), it
can be shown that their overlap integral is a number:

(6l¢/) = Det (@fe') | (3.8)

where ® is the Hermitian conjugate of the matrix ®. The proof of Eq. (3.8) is in Appendix C.

The second property is known as Thouless theorem because it was first discovered
(although not in the present form) by Thouless [30] and restated in the present form
by Hamann and Fahy [31]. It says that the operation on any Slater determinant in Eq. (3.3)
by the exponential of a one body operator

M
B = exp ZC;[Uijcj (3.9)
(]
simply leads to another Slater determinant:
Blg) =o'~ &)} 10) = |#') (3.10)
where the operators
=2 ¥ (3.11)
J

create single-particle orbitals just like Eq. (3.4) and the matrix @' is related to ® in a simple
way:
P =eVd (3.12)

where the matrix U is formed from elements U;; in Eq. (3.9).
Since B = eV is an M x M square matrix, the operation of B on |¢) simply involves
multiplying eV, an M x M matrix, to ®, an M x N matrix. The proof of Egs. (3.10) to (3.12)
is in Appendix D.

As shown in Section 2.2.2, the spin-up and spin-down sectors of a Slater determinant
in the Hubbard model are independent. Thus, it is convenient to represent each Slater
determinant as two independent spin parts:!

6) = Io") @ [¢") . (3.13)
The corresponding matrix representation is

o =0" @t (3.14)

! Note that the direct product sign ® that we use here is somewhat an abuse of notation that is used
widely in the literature. Its precise meaning in this context will be explained at the end of the current section.
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where ®' and ®' have dimensions M x Ny and M x N, respectively. Because N, < M, the
matrices representing each spin sector are “tall” rather than “wide.” The overlap between any
two Slater determinants is simply the product of the overlaps of individual spin determinants:

(6l¢") = T (#71¢"") = Det |(@")1@'"] - Det |(@*)e"] . (3.15)
o=T,4

Any operator B described by Eq. (3.9) acts independently on the two spin parts:
Bl¢) = B'|¢") @ B*|¢") . (3.16)
Each of the spin components of B can be represented as an M x M matrix:
B=DB"® B*. (3.17)

Applying B to a Slater determinant simply involves matrix multiplications for the 1 and |
components separately, leading to another Slater determinant |¢') as in Eq. (3.10) i.e. the
result is

B'o" @ Bto+ . (3.18)

Unless specified, the spin components of B are identical i.e. Bt = B¢ (note the absence of a
hat on B to denote the matrix of the operator E)

Now we will explain why we can separate the spin up and spin down sectors of operators
(Eq. (3.17)) and Slater determinants (Eq. (3.14)). Suppose we use a basis consisting of 2M
states where the first M states correspond to spin-up Wannier orbitals and the last M basis
states the spin-down Wannier orbitals. Because the spins are not flipped by the kinetic
Hamiltonian, the matrix of K in this basis is block-diagonal

KT ‘ @)
K = (3.19)

o‘m

where KT and KV are identical and O is the zero matrix. Each of these submatrices are
square matrices of size M x M. The matrix of a Slater determinant with more spin-up
electrons than spin-down electrons has the form

(3.20)

where ®' is of size M x Ny and o' is of size M x N,. They are the same matrices that
appear in Eq. (3.14). Note that because we have chosen Ny > N, for illustration purpose,
@' is wider (has more columns) than ®*. It can easily be seen that the application of the
operator K in Eq. (3.19) to the Slater determinant in Eq. (3.20) retains the block-diagonal
structure of ®. As will be shown later in Eq. (3.40), the matrix of the potential Hamiltonian
V also has this block-diagonal structure. Thus we can carry around the two spin parts of
Slater determinants and operators separately.
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3.2 The Hubbard Hamiltonian

Recall from Section 2.1 that the one-band Hubbard model is a simple paradigm of a
system of interacting electrons. Its Hamiltonian is

~

H=K+V==tY (e, +clc,)+UD nini, (3.21)
(ij)o i

where ¢ is the hopping matrix element, and cZTU and ¢;, are electron creation and destruction
operators, respectively, of spin ¢ on site ¢. The Hamiltonian is defined on a lattice of dimension
d with M =[], Lq (although this thesis only deals with the model in one dimension). The
lattice sites serve as the basis functions here i.e. |y;) = |i) denotes a Wannier wave function
localized on the site labeled by i. The notation () in Eq. (3.21) indicates nearest-neighbors.
The on-site Coulomb repulsion is U > 0. The model only has two parameters: the strength
of the interaction U/t and the electron density (N4 + N|)/M. In this paper we will use ¢ as
the unit of energy and set t = 1.

The difference between the Hubbard Hamiltonian and a general electronic Hamiltonian is
in the structure of the matrix elements in K and V. In the latter, K is specified by hopping
integrals of the form K;, while Vis specified by Coulomb matrix elements of the form Ve,
with ¢, j, k, £ in general running from 1 to M. In terms of the CPMC method, the structure
of K makes essentially no difference. The structure of V however, dictates the form of the
Hubbard-Stratonovich transformation in Section 3.5.

3.3 Ground-state projection

The ground-state wave function | W) can be obtained from any trial wave function |¥p)—
provided that |¥T) is not orthogonal to |¥() and the ground-state is non-degenerate—by
repeated applications of the ground-state projection operator

Pys = ¢~ AT(H-Er) (3.22)

where E7 is the best estimate of the ground-state energy. That is, if the wave function at
the imaginary time 7 is |¥(7)), the wave function at time 7 + A7 is given by

|\IJ(T+AT)> — e*AT(ﬁ*ET) |\I;(7')> . (323)

To see why repeated application of Py in Eq. (3.22) gives the ground-state |¥g), suppose
we apply Pgs n times to a trial wave function |¥r) that can be expanded in an eigenbasis
{l¥;)} of H with coefficients a;:

Tp) = a;|0;) . (3.24)
=0

It is easy to see [32] that the application of e " =E1) where 7 = nA7 gives

o~ T(H-Er) W) = Z aje T Ei=ET) g ) (3.25)

= Qg e_T(EO_ET) |\I/0> + Z 7] e_T(Ej_ET) |\I/]> s (3.26)
Jj=1
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where we have assumed the non-degeneracy of the lowest energy eigenstate in the last equality.
Because Ej is the smallest of all the E;, one can infer from Eq. (3.26) the asymptotic behavior

of e~T(H~Er) |Wr) as 7 — oo (i.e. n — 00):

o If Er > Ep, lim, e_T(ﬁ_ET) |Wr) = oo: the wave function diverges exponentially
fast.

o If Bt < Ey, lim, o e~ T(H=Er) |¥r) = 0: the wave function vanishes exponentially
fast.

o If Ev = Ey, lim, o e~ T(H~Er) W) = ap|¥Pp): the wave function converges to the
ground state, up to a constant factor ag = (Vo|¥r).

This behavior is the basis of the ground-state projection. For Ep = Ej, any trial wave
function |¥r) will converge to the ground state |¥p) as long as there is a numerically
significant overlap between them because the excited states are attenuated exponentially.
In practice, this overlap is always large enough because |¥r) is always the ground-state
obtained from calculations with non-interacting systems (which is what we use here) or
calculations with mean-field theory (in more advanced implementations). These calculations
are numerically cheap and simple.

Er in this projection process essentially plays the role of a normalizing factor. Because Pgg
is related to the usual quantum mechanical time-evolution operator e “*# by the identification
T = it, Pgs is also called the imaginary-time propagator. Two essential ingredients are needed
in order to evaluate Pgs within reasonable computing time: the Suzuki-Trotter decomposition
and the Hubbard-Stratonovich transformation.

3.4 Suzuki-Trotter decomposition

For a general Hamiltonian H =K +V where K is a one-body operator and V a two-
body operator (specifically, the kinetic and potential operator in the Hubbard model). The
Suzuki-Trotter decomposition allows us to treat K and V separately at the cost of an error
proportional to the commutator of K and V. The first-order non-symmetric form is

o ATH _ (—~AT(K4V) _ ~ATK —ATV O(AT2)[IA(, f/]_ (3.27)

We can reduce the time step error by using the second-order symmetric version of the
decomposition:

o ATH _ o~ AT(KAV) _ (~ATK/2,-A7V ~ATK/2 | (3.28)

The error €, quoting from Linden [33, p. 68], is

- < (arp BT+ 207 (R, 7)) (5.29)

The important thing to note is that the error per time step is proportional to (A7)3.
Suppose the desired total length of projection is 7 = nA7 then the error accumulated due
to this decomposition along the entire projection interval 7 is:

() 'n= (L) r=rar? = 0(ar. (3.30)

n n
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The residual Trotter error can be removed by, for example, extrapolation with several
independent runs of sufficiently small A7 values. Eq. (3.28) is the version we will use in this
implementation.

3.5 The Hubbard-Stratonovich transformation

In Eq. (3.28), the kinetic energy propagator
B\K/Q = o~ ATK/2 (3.31)

has the same form as Eq. (3.9). However, the potential energy propagator e=27V does not. In

general, a Hubbard-Stratonovich (HS) transformation can be employed to transform e=27V

into the desired form (see Appendix A for more details). In the repulsive Hubbard model,
we can use the following special form of the HS transformation, called the discrete Hirsch
spin transformation, first discovered by Hirsch [18]:

e*ATUnnniJ, _ efATU(nm«#nw)/Z Z p(fl?z> erEi(nz‘T*"u) , (332)
z;==+1

where 7 is given by cosh(vy) = exp(A7U/2). We interpret p(x;) = 1/2 as a discrete probability
density function (PDF) with x; = £1. This transformation is proved in Appendix B.

In Eq. (3.32), the exponent on the left, which comes from the interaction term V on the
i-th site, is quadratic in n, indicating the interaction of two electrons. The exponents on
the right, on the other hand, are linear in n, indicating two non-interacting electrons in a
common external field characterized by x;. Thus an interacting system has been converted
into a non-interacting system living in fluctuating external auziliary fields x;, and the
summation over all such auxiliary-field configurations recovers the many-body interactions.
The linearized operator on the right hand side in Eq. (3.32) is the spin (n;4 — n;;) on each
site, hence the name of the transformation.

We note in passing that there exist other ways to do the HS transformation (see Ap-
pendix A) and that different forms of the HS transformation can have different efficiencies
in different situations.

Since we represent a Slater determinant as individual spin determinants in Eq. (3.13), it
is convenient to spin-factorize Eq. (3.32) as

e~ ATUnipny _ (—ATU(nip+n4y)/2 Z p(x) [ZI/('CUZ) ®g%/($z) (3.33)
xr;==%1

where the spin-dependent operator /b\“’,(wz) on the i-th lattice site is defined as

~

B () = 07wl cio (3.34)
and s(T) = +1 and s(}) = —1. It is easy to see that /b\{’, is diagonal in the eigenbasis of the
operator N,. The related operator by (z;) (i.e. without o) includes both the spin up and
spin down parts: R R

by (i) = b () © bl (7). (3.35)
Below we will use the corresponding symbol without hat (by) to denote the matrix represen-
tation of the operator (by) associated with that symbol.
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The potential energy propagator e~V over all sites can easily be seen to be the product

of the propagators e 27Unitmil gver each site:

ATV _ H o~ ATUnigng, (3.36)
i
e—AT\7 _ e—ATU(NT+N¢)/2 ZP(?) B\{t/(f) (337)
? U:T7J/
where @ = {z1,...,x)} is one configuration of auxiliary fields over all M sites and
By(@) = [[ o7 (=) (3.38)
i

is the Z’-dependent product of the spin-o propagators over all sites. The overall PDF
in Eq. (3.37) is

P(7) = ]:[p(xi) = <;>M (3.39)

to be distinguished from the PDF p(x;) for one individual auxiliary field x; in Eq. (3.33).

We now make a quick digression to discuss the structure of B (7). In the basis of 2M
space-spin states (see the discussion leading to Egs. (3.19) and (3.20)), the matrix for By (%)
is block-diagonal:

[Ib'(z:) | O

BY(7) = (3.40)

0 \ 15 ()

because the operators /b\i}(mz) as defined in Eq. (3.34) do not flip the spins of electrons.
With Eq. (3.37) in hand, now the projection operator in Eq. (3.22) can be expressed
entirely in terms of one-body operators of the form in Eq. (3.9):

Py = eATET UM +N,)/2] ZP(?) H B, /QEg(y) BY /2 (3.41)
£ o="1,]

As noted in Eq. (3.16), By /o has an 1 and a | component, each of which is an M x M matrix.

Applying each EK /2 to a Slater determinant |¢) simply involves matrix multiplications with
the matrix B/, for the T and | components of ® separately, leading to another Slater
determinant |¢') as in Eq. (3.10).

As it stands now, we can sample configurations @ by flipping a coin M times and pick the
fields accordingly. As discussed later, this simple sampling scheme leads to a very inefficient
random walk.

3.6 A toy model for illustration
Let us take, for example, a simple one-dimensional four-site Hubbard model with Ny = 2,

N, = 1 and open boundary condition. The sites are numbered sequentially. First let us
examine the trivial case of free electrons i.e. U = 0. We can write down the one-electron
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Hamiltonian matrix, which is of dimension 4 x 4:
0 -1 0 0
H = . (3.42)

Direct diagonalization gives us the eigenstates of H from which we immediately obtain the
matrix @ for the ground-state wave function |ty):

0.3717 —0.6015 0.3717
0.6015 —0.3717 0.6015

®=106015 03717 |% |0.6015 (3.43)
03717 0.6015 0.3717

where the first matrix contains two single-particle orbitals (two columns) for the two 1
electrons and the second matrix contains one single-electron orbital for the one | electron.
Each single-electron orbital is an eigenvector of H in Eq. (3.42). The matrix ®( represents
|¢o) in the same way that Eq. (3.5) represents Eq. (3.3) and is the trial wave function used
in our CPMC implementation.

Next we consider the interacting problem, with U > 0. Applying the HS transformation
of Eq. (3.32) to Eq. (3.28), the projection operator is now

eV’ 0 0 0
B } 0 e 0 0
Py — oATIEr—U(Nt+N,)/2) Z P(%) |By/s - 0 0 o - B j2®
z 0 0 0 e

T 0 0
0 e T2 0 0

®BK/2 . 0 0 T3 0 . BK/2
0 0 0 e 7%

(3.44)

where & = {x1, 72, 23,24} and P(¥) = (%)4 and By, is the exponential of the matrix

a7 . (3.45)

Eq. (3.44) is just Eq. (3.41) specialized to a four-site lattice.

3.7 Random walk in Slater determinant space

The first component of the CPMC algorithm is the reformulation of the projection
process as branching, open-ended random walks in Slater determinant space. As shown
in Eq. (1.27), any antisymmetric wave function can be written as a linear combination of
Slater determinants i.e.

T) =" Au(9)9) (3.46)
¢
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where the sum is over each member of the Slater determinant basis which is nonorthogonal
and overcomplete.
In CPMC, we represent the wave function at each stage by a finite ensemble of Slater

determinants, i.e.

Nyikr

oy = 3" el (3.47)

=1
where the “=" sign denotes equality in the limit of infinite population. Because the random
walk is essentially a dynamical process which evolves in imaginary time 7, the parenthesized
superscript (7) differentiates the “generations” of these walkers along the imaginary time
axis. The subscript j indexes the Slater determinants? with the same 7 and an overall
normalization factor of the wave function has been omitted. These Slater determinants will
be referred to as random walkers because they evolve according to a random walk.

At any stage of the algorithm, the sum in Eq. (3.47) will be over only part of the
basis because, as shown later, the determinants in this sum are statistical samples whose
distribution represents the linear coefficients Ay(¢) in Eq. (3.46). Eq. (3.47) will serve as the
definition of the Monte Carlo representation of a wave function in the CPMC method. In
this implementation, we will start form an initial ensemble [¥(9)) in which all walkers are
identical to a single trial Slater determinant |¢T) i.e. \¢j(0)) = |¢7) for all j.

Applying the HS-transformed propagator in Eq. (3.41) to one projection step in Eq. (3.23)
gives the evolution of a single Slater determinant |¢j(7)> in the ensemble in Eq. (3.47):

(AT} = AT VNN S () [EK 2By (T) By /2] 67) (3.48)
T

where we have defined
By(7) = [ B7(@) (3.49)

as we have done for by in Eq. (3.35).

According to Kalos and Whitlock [26, pp. 162-3], the iteration of Eq. (3.48) can be
achieved stochastically by MC sampling of . That is, for each random walker ]qﬁj(7)>, we
choose an auxiliary-field configuration ¥ according to the PDF P(Z) and propagate the
determinant to a new determinant via

|¢j(T+AT)> = By s Bv(7)Bx s |¢;<T)> : (3.50)

We repeat this procedure for all walkers in the population. These operations accom-
plish one step of the random walk. The new population represents |\I'(T+AT)> in the sense
of Eq. (3.47), i.e.

(T+AT)\ _ (T+AT)
(WD) =D 1) (3.51)
j

These steps are iterated indefinitely. After an equilibration phase, all walkers thereon are
MC samples of the ground-state wave function |¥y) and ground-state properties can be
computed. We will refer to this type of approach as free projection.

2The indices for Slater determinants in an ensemble are typeset in Euler Fraktur typeface (i, j) in order to
distinguish them from imaginary unit in roman typeface (i,j) and single-particle basis indices and lattice site
indices in default italic typeface (i,j).
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Note that the overall prefactor eATIET=UNt+N)/2l in Fq. (3.48) is just a scalar and is
the same for all walkers. As discussed in Section 3.8, it will be incorporated into the walker’s
weight.

3.8 Importance sampling

To obtain efficient sampling, the random walkers should give roughly the same contribution
i.e. their weights should roughly be of the same order. Roughly speaking, the weight is a
measure of the “importance” of a walker to the description of the wave function. Those with
large weights should be split into several identical walkers with smaller weights. Similarly,
those with small weights should be eliminated with a proper probability. This mechanism is
called population control.

What quantity should define this weight? One choice (though not the best) is the square
root of the Slater determinant’s magnitude i.e.

w” = /(¢ ["). (3.52)

With this weight choice, the Monte Carlo representation of a wave function in Eq. (3.47)
takes on a different formal appearance:

vy = 5" DS (3.53)

)
=

Note that the weights also carry an imaginary time stamp because they evolve with the
walkers and must be carried along with the wave function {|¢;)} in order to get the correct
ground state wave function.

There is one important feature of Eq. (3.53). We can safely scale the walker |¢j(7)> by

()
any arbitrary constant because this constant will cancel in the ratio 1% The true

Vel

ground state wave function is fully recoverable as long as the weight factor wj(T) contains the

actual value of the normalization constant (i.e. not scaled by any constant).

3.8.1 Importance-sampled random walkers

In practice, the efficiency of the simple random walk described in Section 3.7 is very low
because the random walk naively samples the Hilbert space and causes the weights of the
walkers to fluctuate greatly, leading to large statistical noise.

We now introduce an importance sampling scheme to increase the walk’s efficiency by
using the information provided by the trial wave function |¢1) to guide the random walk
into regions where the expected contribution to the wave function is large. The weight of a
walker \qﬁj(T)) is defined to be its overlap with the trial wave function |¢T) i.e.

w” = (érle”) . (3.54)

The overlap enters to redefine the weight factor such that walkers which have large overlap
with |¢1) will be considered more “important” and will tend to be sampled more. Such
walkers will also have greater contribution in the measured observables.
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Like Eq. (3.53), this weight definition leads to a Monte Carlo representation of the wave
function of the form

(o))"
) = w2 (3.55)
= (el
Since a walker appears in a ratio |¢;)/(¢1|¢;), its normalization is no longer relevant and can
be discarded. The only meaningful information in |¢;) is its position in the Slater determinant
space.

3.8.2 Modified Hirsch spin transformation

With the weight defined in Eq. (3.54), we now iterate a formally different but mathemat-
ically equivalent version of Eq. (3.48), as proved in Appendix E:

THAT) — ATIB-UWNND/2 S B() By 1o By (7) Bieja [907) - (3.56)

xz

The importance-sampled walkers are the same as in Eq. (3.55):

~r ¢,>(T)
67y = o (3.57)
P (erle)

The new normalized discrete PDF in Eq. (3.56) is

P(@) =]] [M] (3.58)

(A7)
7 m1(¢j )
where the probability for sampling the auxiliary field x; = +1 at each lattice is given by
_ (grlby ()87 )
<¢T|¢j77j71>
and the normalization factor for each site is
T 1 T T T T
N7 =5 [(or|bvtmi = +1) [0 )+ (or [bvii = -1 |67,)] . (3.600)
In Egs. (3.59) and (3.60), the notation
16571) = by (@i 1) by (zi2) -+~ by (1) |6} (3.61)

denotes the state of the j-th walker, \(ﬁj(T)), just after its first (i — 1) fields have been sampled
and updated, and

617) = by (@) [6(7 1) (3.62)
is the next sub-step after the i-th field is selected and the walker is updated. Thus in this
notation:

° |¢>J.(I))> is the walker before any auxiliary field sampling is done at the current time
step. Because we apply the propagators in the order specified in Eq. (3.56), applying
EK /2 to a walker that has just finished the iteration for 7 — A7 makes it ready for the
sampling of the first auxiliary field in the iteration 7:

B T—AT T
Bijo 16727y = 167) . (3.63)
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° |¢](?\Z[> is the walker after the auxiliary fields on all sites have been sampled. Applying

By o to a walker that has just completed the sampling of all auxiliary fields for time 7
will complete the iteration i.e. take it to the beginning of the iteration for time 7 4+ At

5 T T+AT
Biesz |60p) = [6747) (3.64)

P(Z) is a function of both the current and future positions in Slater determinant space
and modifies P(7) such that the probability of sampling 7 is increased when 7 leads to a
determinant with larger overlap with |¢r) and is decreased otherwise.

In each p(z;), x; can only take the values of +1 or —1 and can be sampled by choos-
ing x; from the PDF ﬁ(:vl)/‘ﬁ(qbl(;)) and multiplying the weight of the walker by ‘)’t(gb](;))
(see Appendix E).

We note that the ratio of the overlaps in Eq. (3.59) involves a change of only one row in
the matrix representation ®; of \¢1(7)> and, in our implementation, is computed quickly using

-1
the Sherman-Morrison formula [34]. The inverse of the overlap matrix [(@T)T(@jﬁ))} is
kept and updated after each z; is selected.?

3.9 The sign problem and the constrained path approxima-
tion

The sign problem occurs because of the fundamental symmetry between the fermion
ground state |¥¢) and its negative — | W) [35]. This symmetry implies that, for any ensemble
of Slater determinants {|¢)} which gives a Monte Carlo representation of the ground-state
wave function, there exists another ensemble {— |¢)} which is also a correct representation.
In other words, the Slater determinant space can be divided into two degenerate halves
(+ and —) whose bounding surface N is defined by (¥g|¢) = 0. This surface is in general
unknown. Except for some special cases [18], walkers do cross AV in their propagation by Pgs,
causing the sign problem. The constrained-path approximation relies on the observation
that at the instant such a walker lands on N, the walker will make no further contribution
to the representation of the ground state at any later time because

(Tglp) =0 = (Ygle ™ |p) =0 for any 7. (3.65)

Paths that result from such a walker have equal probabilities of being in either half of
the Slater determinant space [5]. Computed analytically, they would cancel and make no
contribution in the ground-state wave function. However, because the random walk has no
knowledge of N, these paths continue to be sampled (randomly) in the random walk and
become Monte Carlo noise.

To eliminate the decay of the signal-to-noise ratio, we impose the constrained path
approximation. It requires that each random walker at each step have a positive overlap
with the trial wave function |¢r):

(érle™) > 0.. (3.66)

3 There are two reasons for keeping the inverse of the overlap matrix [(@T)T(Qj(T))] instead of the

overlap matrix itself. One is convenience in the Sherman-Morrison update. Another is that the inverse has
smaller size (N4 X N4+ or Ny x N}) than the actual overlap (M x M).
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This yields an approximate solution to the ground-state wave function,
T6) = 16y) (3.67)
j

in which all Slater determinants |¢;) satisfy Eq. (3.66). Note that from Eq. (3.65), the
constrained path approximation becomes ezxact for an exact trial wave function |¢1) = [Uy).
The constrained path approximation is easily implemented by eliminating a walker when its
overlap with the trial wave function becomes zero or negative.

3.10 Measurement of physical observables
The ground-state expectation value of an observable Ais

n (WolA|Wy)
Ay = 3.68
D = o (3.69)
In principle, we can use the same Monte Carlo sample as both |¥¢) and (¥g|. A “brute-force”
measurement on the population {|¢j(7)>} is given by

S w7 (67 A7)

a0 _ 5
(Ao == o o (3.69)
S ™™ (6767

ij

and the estimator <A\>bf is the average of such measurements. Because the walkers are
nonorthogonal in CPMC, Eq. (3.69) is in principle well-defined. The ground-state energy
estimated in this way is variational and converges to the exact value in the limit of large
Nylkr, the number of walkers. However, in practice, the use of (A\>bf is limited to smaller
systems. In general, it will have large variances. Reducing the variance is expensive because

the computational cost of (A\>bf scales as O(N2y, ).

3.10.1 The mixed estimator and energy

The simplest way to compute observables is with the so-called mized estimator

_ {prlA[p™)

A) = 3.70
< >m1xed <¢T‘\I}(T)> ( )
For example, the mixed estimator for the energy is the same as the true estimator and, for

an ensemble {|p)}, is given by

Emixed = ZJ wJZL,u[)(.bT7 ¢J] . (371)
i Wi
where we have defined the local energy Fp, as
Hlob:
Ey [¢r, 5] = (@rlHlg)) (3.72)

(o)
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The local energy can be easily evaluated for any walker |¢) as follows. For any pair of
Slater determinants |¢r) and |¢), we can calculate the expectation of the operator c} o Cio as:

<¢T|C;'gcia'|¢>
(¢r|d)

Eq. (3.73) is proved in Appendix F and immediately enables the computation of the kinetic

energy term <¢T ) —t Z(ma CIUC]'U ‘ ¢>. The potential energy term <¢T ‘ Uy, CZT.TCZ.TCLcu ¢>

does not have the form of Eq. (3.73), but can be reduced to that form by an application of
Wick’s theorem:*

(clcia) = = o7 [(@)Te7 ) (@5)] (3.73)

)

<CzTTciTCzT¢Ci¢> = (c}}cn) (c;riciw + (CZTTciQ <ci¢cj¢) (3.75)
= (clreit) {clyeir) - (3.76)

The reduction to the last line occurs because (c}}ci 1) and <CiTCL> evaluate to zero. The
reason is explained in Section 2.2.2.

The mixed estimator for the energy arises naturally from importance sampling, and
reduces the statistical variance of the computed result. A drawback of the mixed estimator is
that the ground-state energy obtained in AFQMC under the constrained path approximation
is not variational [5]. The mixed estimators for observables which do not commute with the
Hamiltonian are biased. The back-propagation technique, as discussed in Appendix I, can
be used to obtain pure estimates [6, 29].

3.10.2 Non-commuting observables and back propagation

The mixed estimator in Eq. (3.70) is exact only if the operator A commutes with the
Hamiltonian. Otherwise, a systematic error arises due to the non-commutativity. One can
correct for this systematic error by combining the mixed estimator with the so-called purely
variational estimator

~ _ (orlAlgr)
A =T 3.77
in the following ways
<A\>extrap1 =2 <A\>mixed - <A\>V&r (378)
~ 2
(A) _ uixea (3.79)

extrap2 —
(4

var

These corrections are good only if |¢T) does not differ significantly from |¥y). In general,
we need the back-propagation scheme to obtain the correct ground-state properties where we
actually propagate both the wave functions on the right- and left-hand side of the operator
Ain Eq. (3.68). This gives to the back-propagated estimator:

4 Wick’s theorem essentially says that any multi-point Green’s function can be decomposed into sums and
products of two-point Green’s functions. This is a standard result in many-body quantum theory e.g. Negele
and Orland [27, pp. 75-8]. The form of the theorem used in this thesis is stated in Santos [36, p. 40]:

<CI:1CZ2C$'3614>)‘(’ = <Cjc1clz>§ <CL36I4>)‘(’ + <C;rc1cﬂﬂ4>)‘(> + <Cz2cjvg>)‘(’ (3-74)

where z1, x2, 3 and x4 are space-spin basis states. We have included the auxiliary-field path X to remind
the reader that this identity only holds for a fized auxiliary-field path.
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~ {rle o AlW)
(A), = - .
P (pple W)

The back-propagation technique was first introduced by Zhang et al. [6] and discussed in
details by Purwanto and Zhang [29]. It reuses the auxiliary field “paths” from different

(3.80)

segments of the random walk to obtain (¢|e ™ while avoiding the O(N?2,, ) scaling of a
brute-force evaluation with two separate populations in Eq. (3.69).
The method is derived in detail in Appendix I. The resulting procedure to obtain a
back-propagated estimator <2)bp is as follows:
1. At some time 7 (which shall be fized in this procedure) of the regular forward walk,
the collection of all weights and walkers {|¢](T)> ,wj(T)} are recorded.

2. The forward random walk continues for an imaginary time interval 7,;, and the auxiliary-
field “path” for each walker is remembered. This path is made of the propagators

B\" = By s By(7") By s (3.81)

at each time step.

3. Temporarily stop the forward walk when it reaches imaginary time 7/ = 7 4 7,,. The
population of the forward walk at this stage is {]d)j(T )> ,wj(T )} .
4. Perform an importance-sampled backward random walk

(a) Initiate the back-propagated population {|77j(0)> ,uj(e)}, consisting of the same

number of walkers as the population {\d)j(T,)>}, to be the same as the trial wave

function:
o=
=) = ) (3.82)
u’ " = (g7 ér) (3.83)
where 0 ranges from 0 to 7, and is the imaginary time stamp for the backward
walk.

(b) Back-propagate the population {|77j(9)> ,uj(g)} up to time § = 7, by applying the
propagators BJ(T) (as defined in Eq. (3.81)) in reverse order in 7. Note that no

auxiliary field sampling is necessary here. At every step of the backward walk,
update the weight the same way as in a forward walk except that the “guiding”

wave function is \cbj(T)) instead of |¢r) where j is the index of the forward walker
whose path is being back-traversed by the current backward walker.

5. Calculate the back-propagated estimator as

E w™) <
j
— J

<A\>bp -

n ™ Alg")
(1017
(™)
>
j
Note that the walkers in the back-propagated population and the forward-propagated

population must be matched in a one-to-one manner and the weights in Eq. (3.84) are
those at the later time 7.

(3.84)
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6. Resume the forward random walk that was interrupted in step 3 and repeat this
procedure many times to obtain more back-propagated estimators.

The back-propagated estimator in Eq. (3.84) parallels the Metropolis AFQMC estimator
for the ground state expectation of A in Eq. (G.30) in Appendix G. The (n;|’s and |¢;)’s
have similar meanings. The only difference lies in how the paths are generated. In CPMC an
open-ended random walk is used to advance an ensemble of paths from 7 to 7/, which result in
fluctuating weights that represent the path distribution. In Metropolis AFQMC, a fixed length
path corresponding to Thp, + Teq (With 7eq being the minimum time for equilibration) is moved
about by the Metropolis algorithm, which estimates branching by the acceptance/rejection
step. In other words, the estimators in Egs. (3.84) and (G.30) are the same except for the
weights.

The back-propagated estimator in Eq. (3.84) can be used to calculate the equal-time
Green’s function <cicj> because the numerator of Eq. (3.84) contains

(Top) .t 1 4(7)
<’I7] P ‘CZO’C]'O.‘QSJ‘ > _ I . (PU,(T) |: (Q?’7(7—bp)> T(po'v(T) ] -1 (sz(’rbp))'i‘ (3 85)
Ton) 1 () j j ’ : i |

(™ 1617 "

where Qja’(pr ) is the matrix of the spin-up sector of ]nj(pr)>. Eq. (3.85) is proved in Appendix F.
The unequal-time Green’s function is also a non-commuting observable but because the
procedure to calculate it is lengthy, it will be discussed in the next section.

3.11 Unequal-time Green’s function

In this section we will develop a procedure to calculate the unequal-time Green’s function
in CPMC. We will need results proved in Appendix H (a very important appendix). For any
two Slater determinants |¢1) and |¢p2) and 7 > 0, their unequal-time Green’s function

(¢1]cto(7)ch, (0)|62)

G0 = (P1]¢2)

(3.86)

can be expressed as a product of unequal-time Green’s functions over L smaller time slices,
each of length ¢ (i.e. Le = 7)

L-1

G(r0) =[] G((n v 1)8,n5> . (3.87)

n=0

The decomposition into smaller time slices ¢ is ezact and helps reduce numerical errors.
Each of the unequal-time Green’s functions over the ¢ interval is given by:

G((n 1), ne)[ - [B((n +1)e, ns)G(ns)] | (3.89)

j Lj

where

e BB ((n + 1)e, ne) is the product of propagators that evolves a Slater determinant from

time ne to time (n + 1)e.
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e G(ne) is the equal-time Green’s function for the two Slater determinants |¢;1) and |p2)
at time ne. Recall that from Appendix F, the equal-time Green’s function for any two
Slater determinants |¢) and |¢') is

G=1-o@0)" 1 (3.89)
where the (7, j)-the element of G is

 (Flecllo)
i = 50) (3.90)

Also recall from Appendix F that by “equal-time,” we mean there are no time evolution

operators sandwiched between ¢; and c}.

Because the equal-time Green’s function G(ne) is well-behaved due do the numerical stabi-
lization scheme outlined in Appendix J, the small time interval ¢ in Eq. (3.87) is chosen so

that the propagator matrix B ((n + 1)g, ne) is well-conditioned.

3.11.1 Non-interacting electrons in an external potential

Before implementing Eq. (3.87) to calculate unequal-time Green’s function in the Hubbard
model (which requires stochastic sampling of auxiliary fields as outlined thus far in this
chapter), we want to understand its numerical behavior where exact non-stochastic results
are easy to obtain. A non-interacting system subject to an external potential, studied
in Section 1.2.3, is an excellent testbed for this purpose because the exact result is easy to
obtain and involves no stochasticity.

We will now summarize summarize the results of Section 1.2.3. The Hamiltonian for a
non-interacting system in an external potential is

H=—t Z c;-racj(7 + ZWCng. (3.91)
0,(4,7) l

Here we assume a one-dimensional lattice of M sites with N4 spin-up electrons, N| spin-down

electrons and periodic boundary conditions. We also assume N, is odd to avoid energy

degeneracy. For this section, we choose the potential to be sinusoidal:®

2ml
Vy = cos (M) . (3.92)

To find the unequal-time Green’s function, we first diagonalize the Hamiltonian matrix
H as
H=QDQ' (3.93)

where D is a diagonal matrix containing the energy eigenvalues E; (in increasing order i.e.
the lowest energy eigenvalue is at the the top left corner of D) and the columns of @) are the
eigenvectors of H. The unequal-time Green’s function is then given by

(co(r)eh) = [QS QT} (3.94)

9]

where

® Furthermore, because potential energy term in Eq. (3.91) does not commute with the kinetic energy term,
we will have the the Trotter error in the projection process. This makes the test more “realistic” because we
will be forced to choose a small value of A7 just as we have to in regular projection by Monte Carlo.
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(@Prand| |®o)

Figure 3.1: Step 1 in the procedure.

e QO is the bottom (N — N,) x N block of QT.

e & is the bottom right (N — N, ) x (N — N,) block of the diagonal matrix whose diagonal
elements are e~ 7% (E; are the aforementioned energy eigenvalues).

Eq. (3.94) provides the benchmark to test the numerical behavior of the extension to
CPMC that we will develop in chapter 3. For this test, we will next describe a procedure
that looks very contrived to calculate the unequal-time Green’s function. Its true utility will
become clear in Section 3.11.2.

Procedure

The following temporal quantities are used in this procedure to calculate the unequal-time
Green’s function (c¢s(7)cjs) for a non-interacting system subject to an external sinusoidal
potential:

e A7 is the Trotter time step in the projection operator.

e 7 is the imaginary time interval in the unequal-time Green’s function <CZJ(T)C;[ o)

e ¢ is the division of 7 into L smaller time steps i.e. Le = 7 in Eq. (3.87).
® Toq is the equilibration time for the left-hand walker.

Note that in this procedure, by “propagator” we mean the projection operator in Eq. (3.28)
where K and V' are the kinetic and potential energy operators, respectively, in the Hamiltonian
in Eq. (3.91). K and V are definite (i.e. non-stochastic) in this procedure.

(1) Set the right-hand wave function to the true ground state wave function® and set the
left-hand wave function to a random matrix of appropriate size.

Pr + @ (3.95)
q)L — (I)rand (396)

See Fig. 3.1.

(2) Because the left-hand wave function is not the ground state, “equilibrate” it to the
ground state by performing projection on it for a duration of 7.

Dp, B(Teqa 0)(I)rand (3'97)
See Fig. 3.2.

(3) Forward-propagate the right-hand wave function for a duration of (7 — ¢) and forward-
propagate the left-hand wave function by ¢.

d « B(r —£,0)® (3.98)
&y, + B(r, 7 — )y, (3.99)

See Fig. 3.3.

5 Because this is a non-interacting system, the ground state is a single Slater determinant.
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(Prand| ] 190
T (@]
Figure 3.2: Step 2 in the procedure.
LCDR> 1-€
(@rand| —— |do)
(@]

Figure 3.3: Step 3 in the procedure.

(4) Calculate the first small-time unequal-time Green’s function as follows (see Fig. 3.4):

e Calculate the equal-time Green’s function G(7—¢) for |¢r,) and |¢r) using Eq. (3.89).

e Calculate the product of propagators B(7, T — ) by multiplying all the propagators
between time 7 and 7 — €.

e Calculate the unequal-time Green’s function G(7,7 — ¢) by

G(r,7r—¢)=B(r,7 —¢)G(T —¢). (3.100)

(5) Back-propagate |¢r) by an interval ¢ and forward-propagate |¢r,) also by an interval e.

PR« B M1 —e,7 —2)PR (3.101)
O, « B(r —e,7 — 26)®y, (3.102)

See Fig. 3.5.
(6) Calculate the next small-time unequal-time Green’s function as follows (see Fig. 3.6):

e Calculate the equal-time Green’s function G(7—2¢) for |¢r,) and |pr) using Eq. (3.89).

e Calculate the product of propagators B(7, T — ) by multiplying all the propagators
between time 7 — € and 7 — 2¢.

B(t,1-¢€)
e

(D]

Y

B(1,1-¢)G(1-£)=G(1,1-€)

(@rand| | H|do )

Figure 3.4: Step 4 in the procedure. Note that in these figures, operations on the left-hand
wave function is in red and those on the right-hand wave function in blue.
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Figure 3.5: Step 5 in the procedure.
B(t-¢,1-2¢)
e —
D)
[
(D@

B(1-¢,1-2¢)G(1-26)=G(T-€,T-2€)

(Prandl| | | |Po )

Figure 3.6: Step 6 in the procedure.

e Calculate the unequal-time Green’s function G(7 — e,7 — 2¢) by

G(tr—e,7—2)=B(T —e,7 —2e)G(T — 2¢) . (3.103)

(7) Repeat steps 5 to 6 for (L — 2) more times.

(8) Calculate the desired unequal-time Green’s function as

G(1,0) =G(r,7 —e)G(T — e, 7 — 2¢) ...G(e,0) (3.104)

Note that if we store all the “small-time” unequal-time Green’s functions G ((n +1)e,ne

then we can also calculate G(77,0) for 0 < 7/ < 7 and 7" = L'e by the matrix product of L'
small-time unequal-time Green’s functions.

Results

Fig. 3.7 shows the percentage error of the unequal-time Green’s function (c}T(T)ch(O»
(where 7 = 2 is constant) as a function of ¢ for various pairs of (¢, j) using the procedure
outlined above. The physical system here is a 7-site one-dimensional lattice with 3 spin-1
and 3 spin-| electrons and t = 1 and V' = 1. Because the on-diagonal pairs (¢ = j) in general
always have smaller errors than the off-diagonal pairs (¢ # j), we show them on separate
graphs. From Fig. 3.7, we conclude that the procedure above gives very good agreement
with exact result if we choose a small enough value of € e.g. ¢ = 0.1.

On the other hand, Fig. 3.8 plots the imaginary-time Green’s function <c%(7)cﬁ(0)>
against the imaginary time 7 to compare the results obtained with the exact formula
in Eq. (1.114) against those obtained by the procedure above. The system is the same as
that of Fig. 3.7. Once again we have separate plots for on- and off-diagonal pairs of (¢, 7).
We conclude that the procedure gives very good agreement with exact results.
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Figure 3.7: The percentage error as a function of € for on-

7 = 2. For example, 0.015 means 1.5% error.

and off-diagonal elements with
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Figure 3.8: Comparison of exact (crosses) and projection (circles) calculations of the unequal-
time Green’s function <czT(T)cj¢(0)> against 7 for various values of (¢, j). The dashed lines
connect the points of the exact results and are intended to guide the eye.
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(@) ()
Figure 3.9: Step 1 in the procedure.

(P }_I = |q)j(r)>
Teq <(D|_|

Figure 3.10: Step 2 in the procedure.

3.11.2 Hubbard interaction
(™| A1) |

The procedure to obtain a single value of JT‘)—T’)— in Eq. (3.84) is almost identical
(" 16(7)
to that in Section 3.11.1. The only difference is that
o &y, is initialized to a trial wave function ®.

7')'

e Op is initialized to be a walker <I>j(

e The (stochastic) propagators used in the procedure are those that make up the
remembered path in Eq. (3.81).

Every time back-propagation is carried out, this procedure is performed for every walker in

(T)>

the stored population {]qb j(T)} in step 1 on page 41.

Before each CPMC run, we have to decide the maximum 7 we want in (cZTU(T)cjg(O».
This will be called in 7, in the following description. We also have to choose an imaginary-
time interval 7oy to equilibrate the trial wave function and the interval € to stabilize the
product. The total “length” of the path (i.e. the number of propagators we have to remember)
corresponds to Ty + Teq.

(1) Set the right-hand wave function to the the walker |¢>j(7)> and set the left-hand wave
function to the trial wave function |¢).

R (3.105)
Oy, + B (3.106)
See Fig. 3.9.

(2) Because the left-hand wave function is not the ground state, “equilibrate” it to the
ground state by performing projection on it for a duration of 7.

P, B(Teqa O)Cbrand (3.107)
See Fig. 3.10.

3) Forward-propagate the right-hand wave function for a duration of (7, — ) and forward-
P
propagate the left-hand wave function by e.

@R — B(pr — 8,0)@0 (3108)
P, B(pr,pr — e’:‘)q)L (3.109)

See Fig. 3.11.
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Figure 3.11: Step 3 in the procedure.
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Figure 3.12: Step 4 in the procedure.

(4) Calculate the first small-time unequal-time Green’s function as follows (see Fig. 3.12):

e Calculate the equal-time Green’s function G (m,,—¢) for |¢r1,) and |¢r) using Eq. (3.89).

e Calculate the product of propagators B(Typ, Thp — €) by multiplying all the propa-
gators between time 7,, and 7,, — €.

e Calculate the unequal-time Green’s function G(7pp, Thp — €) by

G(Tbp: Top — &) = B(Tbp, Thp — )G (10 — €) - (3.110)

(5) Back-propagate |¢r) by an interval e and forward-propagate |¢r,) also by an interval €.

PR + B (myp — &, Thp — 26)PR (3.111)
@L%B(pr—E,pr—Qé)q)L (3.112)

See Fig. 3.13.
(6) Calculate the next small-time unequal-time Green’s function as follows (see Fig. 3.14):

e Calculate the equal-time Green’s function G(m,, — 2¢) for |¢r) and |pr) us-
ing Eq. (3.89).

€ |(DR>
(] — 100)
(D

Figure 3.13: Step 5 in the procedure.
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B(pr-E,pr—z 8)
@)
(D
.

B(Typ=€,Tpp-28) G(Tpp-28)=G(Tyyp-€, Tpp-2€)

(Pql,

D)

Figure 3.14: Step 6 in the procedure.

e Calculate the product of propagators B(7,p, Thp — €) by multiplying all the propa-
gators between time 7,, — ¢ and 7, — 2¢.

e Calculate the unequal-time Green’s function G(7pp — €, Thp — 2¢) by

G(pr — &, Top — 28) = B(pr — &, Tbp — QE)G(pr — 28) . (3.113)

(7) Repeat steps 5 to 6 for (L — 2) more times.

(8) Calculate the desired unequal-time Green’s function as

G(Tbp;0) = G(Thp, Top — €)G(Thp — €, Thp — 2¢) ... G(g,0) (3.114)

Note that if we store all “small-time” unequal-time Green’s functions we can also
calculate G(7/,0) for 7/ < m,, and 7/ = L’e by multiplying L' small-time unequal-time
Green’s functions.

3.12 Other implementation issues

3.12.1 Population control

As the random walk proceeds, some walkers may accumulate very large weights while
some will have very small weights. These different weights cause a loss of sampling efficiency
because either the algorithm will spend a disproportionate amount of time keeping track of
walkers that contribute little to the energy estimate, or the population might perish. Thus
a branching scheme is used to “redistribute” the weights without changing the statistical
distribution. Walkers with large weights are replicated and walkers with small weights are
eliminated with some probability. There are various ways to do branching and the present
code uses a simple “combing” method as discussed in Calandra Buonaura and Sorella [37].

3.12.2 Gram-Schmidt reorthonormalization

Repeated multiplications of By, and By to a Slater determinant in Eq. (3.48) lead to
numerical instability, such that round-off errors dominate and |¢j(T)> represents an unfaithful

propagation of |¢j(0)>. This instability is controlled by periodically applying the modified
Gram-Schmidt orthonormalization to each Slater determinant. For each walker |¢), we
factor its corresponding matrix as ® = UDV where D is a diagonal matrix, R is an upper
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triangular matrix and U is a matrix whose columns are orthonormal vectors representing
the re-orthonormalized single-particle orbitals. After this factorization, ® is replaced by U
and the corresponding overlap Ot by Ot/ Det(DV'). With importance sampling, only the
information in U is relevant and D and V can be discarded.

An important point to note here is that this re-orthonormalization does not change the
value of any physical observables. See Appendix J for details.

3.13 Algorithm

Finally, we are in a position to state the ground-state CMPC algorithm which contains
the back-propagation algorithm in Sections 3.10.2 and 3.11.2. For convenience, in this section,
we will use the notation

Or = (prle\”) (3.115)

to denote the overlap of a walker |¢1(T)> with the trial wave function |¢).

(1) For each walker, specify its initial state. Here we use the trial wave function ®r as the
initial state and assign the weight w and overlap Ot each a value of unity.

(2) If the weight of a walker is nonzero, propagate it via By, as follows:
(a) Perform the matrix-matrix multiplication

o' = By y® (3.116)

(recall the convention that By /2 denotes the matrix of EK /2) and compute the new

overlap as
OL = O1(¢'). (3.117)

(b) If Of # 0, update the walker, weight and Ot as
S« P, w+wO;/Or, Or+« Of. (3.118)

(3) If the walker’s weight is still nonzero, propagate it via By () as follows

(a) Compute the inverse of the overlap matrix
N
Oy = <<I>T¢>) : (3.119)

(b) For each auxiliary field z;, do the following:
(i) Compute p(z;). See Eq. (3.59).
(ii) Sample x; and update the weight as

w — wN(7) . (3.120)

See Eq. (3.60).
(iii) If the weight of the walker is still not zero, propagate the walker by performing

the matrix multiplication

and then update Or and Ojpy.
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(4) Repeat step 2.
(5) Multiply the walker’s weight by a normalization factor:

w < w e TET (3.122)

where F7 is an estimate of the ground state energy Ej.

(6) Repeat steps 2 to 5 for all walkers in the population. This forms one step of the random
walk.

(7) If the population of walkers has achieved a steady-state distribution, periodically make
measurements of relevant observables using the procedure for back-propagation in Sec-
tions 3.10.2 and 3.11.2.

(8) Periodically adjust the population of walkers. (See Section 3.12.1.)

(9) Periodically re-orthonormalize the columns of the matrices ® representing the walkers.
(See Section 3.12.2.)

(10) Repeat this process until an adequate number of measurements have been collected.

(11) Compute the final average of the measurements of the desired observables and the
standard error of this average and then stop.

3.14 Results

Fig. 3.15 compare the CPMC (red with error bars) and ED (blue) calculations of the
imaginary-time Green’s function (c;»(7)cjr(0)) against 7 from 7 = 0 to 7 = 2 for two pairs
of (i,7). The system is a one-dimensional 5-site lattice with 3 spin-1 and 3 spin-] electrons
with U = 4. Although the results are shown for only two pairs of (i, j), the other pairs show
the same behavior. The agreement with exact results is excellent.
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Imaginary-time Green'’s function (log scale)

Imaginary-time Green’s function (log scale)
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Chapter 4

Applications

In this chapter, we will show some applications the imaginary-time Green’s function.

4.1 Application of the imaginary-time Green’s function

In the ground state (i.e. at zero temperature), the dynamical structure factor Sz z(w) is
related to the imaginary-time correlation function by

oo

(A(T)B(0)) = / dwe ™S5 5(w) (4.1)

—00
where (A(7)B(0)) in turn can be expressed in terms of unequal-time or equal-time Green’s
functions using Wick’s theorem. An example with the magnetic structure factor is given
in Section 4.3. The dynamical structure factor is directly related to quantities that can be
measured in experiments. An example with neutron scattering is given in Section 4.2.

Eq. (4.1) is a two-way street. If we have the dynamical structure factor S(w) from
experiments, we can use Eq. (4.1) to compute the imaginary-time correlation functions
and compare to those obtained in theoretical calculations. Conversely, given theoretical
calculations of the correlation functions, we can predict the physical properties via the
dynamical structure factor. However, the latter procedure requires performing an inverse
Laplace transform. There are a number of methods to do this inversion, also known as the
analytic continuation problem,’ which are beyond the scope of this thesis. These inversion
methods are non-trivial and demand high-quality imaginary-time data which would not be
possible without an approach that can control the sign problem, such as the constrained
path approximation used in this thesis.

4.2 Neutron scattering by a crystal

In this section, we will show that the neutron scattering cross section is directly propor-
tional to the dynamical structure factor. This section has been adapted from Ashcroft and
Mermin [28, pp. 790-2] and Simon [40, pp. 141-4].

! There is a sizable literature devoted to this topic. An established and popular method is the Maximum
Entropy method as described by Jarrell and Gubernatis [38], a highly recommended reading because of its
comprehensive discussion of the relationship between real- and imaginary-time quantities. A more recent
inversion method by Vitali et al. [39] uses genetic algorithms.
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Let a neutron with momentum p be scattered by a crystal and emerge with momentum
p’ and that before the scattering, the ions are in an eigenstate of the crystal Hamiltonian
with energy F; and that after the scattering the ions are in an eigenstate of the crystal
Hamiltonian with energy E¢. We describe the initial and final states and energies of the
composite neutron-ion system as follows:

Before scattering;:

1 .
;= \?Velp'f/ﬁcpi (4.2)
P2
After scattering:
1
\Ilf = Welp I'/hq)f (44)
/2
p
=FEy+ — 4.5
er=Ert o (4.5)

where we have assumed the wave functions ¥; and ¥; are separable as a product of a neutron
wave function and ion wave function.

It is convenient to define variables w and q in terms of the neutron energy gain and
momentum transfer:

p/2 p2
= S 4.
oM, 2M (46)
hq=p' —p (4.7)

It is usually a very good approximation to assume that the scattering potential is the
sum over the scattering potentials of the individual atoms in the system so that we can
describe the neutron-ion interaction by:

21h%a
Ur) == > 6(r—R;). (4.8)
J
The rate at which neutron scatters from p to p’ by virtue of its interaction with the
ions is given by Fermi’s “golden rule,” a standard result from first-order time-dependent
perturbation theory:

2w ~ 2
P=Y" i — ) |(will]e)) (4.9)
f
Using Eqgs. (4.2), (4.4) and (4.6):
P=>" 215(Ef — E; + hw) /drlei<P’P>'r (@,|U(r)| @) 2 (4.10)
f FL (] V (]

Using Eqgs. (4.7) and (4.8):

2

27 1 i 2mh2a
ché(EfEi—l—hw)/drveq <<I>Z- i > 6(r—R;) ¢>f> - (411)
f J
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Integrating over r gives

— Qﬁh "IV Z(S — E; + hw) Z(@i\eiqu\@f> . (4.12)

J

The neutron scattering cross section is proportional to the dynamical structure factor, defined
as

2

Si(q,w) = ]1]26<Ef;Ei+w> D (0| gl b (4.13)
f

J

We note that only the index ¢ remains because f has been summed over. To evaluate S;(q,w),
we use the following integral representation of the delta function:

Ef—EZ‘ B > dt . Ef—EZ'
o (h +w> = /_OO 5. ©XP [1t< - +w)} . (4.14)

Eq. (4.13) then becomes

2

E:—F; .
Sila,w) = & Z/ ! exp [itf 3 Z] D (®i| R @p)| (4.15)
J
We can explicitly write out the square:

Z/ dt Mtz @’e‘qR‘®f>exp[1t f— :|Z<(I)f‘elqu‘q)>
(4.16)

We now use the property that
-~ . (Ef — E;) -~
(@4|A(t)|@;) = exp [ltfh (@ | Al@;) (4.17)

where ¢ is the real time (not the hopping amplitude) and A( ) is the time-dependent operator
A in the Heisenberg picture.? Plugging this into Eq. (4.16), we obtain

1172/00 ;—;ei“tz<®i’eiq’Rﬂ' \<1>f>z<q>f‘e—iqf‘m(t> ’ <1>i> . (A1)
;oo j m

2 To see why this is true, use the definition of the time evolution of an operator in the Heisenberg picture:

(@ AW)] @) = (@] Ae™ /")
Acting with e "#*/" to the right and e*/" to the left, we have

(@7|A(1)|®i) = ! Prt/ e EN (| A|D;)

which is the RHS of Eq. (4.17).
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Exchange the summations and recognize the completeness relation:

1 * dt i iqa-R; —iq-
Sitaw) = [ oret S (@16 |37 0)) (] | o0 g (419)
L[ dt ., iqR, —iq-Rom ()
= 2.° g (D] T e B D, (4.20)
—o0 4T

Assume the displacement of the ions about their lattice position is small. Let R; be the lattice
vector of the i-th ion (so R; is constant) and x; the ion’s displacement so that R; = R; + x;.
Then

T P
Slaw) = 7 [ gretea ®iR 3 (@l e jay) (421)

j’m

where we have replaced the subscript ¢ by 0 to indicate that we are only working in the
ground state.

For the sake of completeness, the full relation between the neutron scattering cross section
and the dynamical structure factor is

do  p/' Na?
A0dE ~ p 1 @) (422)

where S(q,w) is entirely determined by the crystal itself without reference to any properties
of the neutrons.

4.3 Magnetic structure factor

In this section, we will show how to obtain an imaginary-time quantity, namely the
magnetic structure factor, from the equal-time Green’s function. The derivations here have
been adapted from Santos [36, p. 43].

First, we give some background discussion. Recall that Wick’s theorem allows us to write

<CI?1 C$2CI:3014>)_() = <CLIC$2>)—(> <CI,’3C-T4>)_(> + <CI:1 Cﬂ?4>)_() <C$2Cjn3>)_() (423)

—
for a fixed auxiliary-field path X where x1, x2, x3 and x4 are basis space-spin states.

In the notation of second quantization, the operator S; that gives the spin in all 3
directions (z, y and z) on site i is

~ 1
S; = 3 ;¢CIUUU&Ci5 (4.24)

where, by convention, we have set h = 1 and the components of o are the familiar Pauli
matrices:

o = (03,0y4,0;). (4.25)
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For concreteness, we will explicitly write down each component of S, in Eq. (4.24):

~ 1
= §(CIT% + ¢l cir) (4.26)
~ i
~ 1
S = §(CITC7;T - CLCN) . (4.28)
Define R
S; = (S7,S7,57) (4.29)
and the dot product in the usual way:
S;-S; =8r5r + 88 + §75z. (4.30)
The static magnetic structure factor for a one-dimensional lattice of M sites is defined as
1M
Sa) = 7 D eI (S, - 8)) (4.31)
ij=1
1 X o
:ME:”W”W%9+@@WH$$> (4.32)
ij=1
where due to periodic boundary condition, ¢ = (%) nforn=20,1,...,M. Because h = 1, ¢

is both a momentum and a wave vector. We emphasize that the three expectations (§f§f )
<§§/ §;’> and <§f§j ) must be calculated for each auxiliary field path (i.e. for each walker in
each iteration) and averaged over all paths before plugging into Eq. (4.32).

Now we will show how to use Wick’s theorem in Eq. (4.23) to write these quantities in
terms of Green’s function for each auxiliary field path X. For example,

P
(S7S7) = 1 <(ch0¢¢ + chiT)(c;r.chi + c}icﬁ)> (4.33)
1
=7 |:<CZTCZLLC}L-TCJ¢> + <CITCZ¢CLC;T> + (chnc}chQ + <CL'C7;TC}¢C]'T>:| (4.34)
1

= { [(CI¢Ci¢> (clieiy) + (chejy) <cl¢c;f.T)] + [@Tcm (e es) + (ki) <Cz¢C;¢>}

[(el i) {elyesn) + (el e tenel)] + [(elyein) (elyein) + (elyeand denel )] } -
(4.35)
Recall from the discussion in Section 2.2.2 that all correlations involving a spin-up and

spin-down operator are zero. That leaves us with only the last term in the second and third
square brackets:

PN 1
(Sr8)% = 7 [(ehien) (eisely) + (el e) eunely) (4.36)
b AL At

where the matrices G and G are related by

G=1-G (4.38)
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and we have inserted a sub_s)cript to remind the reader that this equality applies to only a
single auxiliary-field path X. Similarly, we find

S, 1
(5/57)% = -7 <(CI¢% —cliein)(chiejy - C}¢¢j¢)> (4.39)
1 fan 0 A
= |Gheh +ahal] (4.40)

We make a quick digression to note that here the yy-correlation <§Zy §;’> is the same as
the xz-correlation. The reason is that correlations between spin-up and spin-down second-
quantized operators such as (ciTc;r. ¢> are all zero, which in turn happens because the Hubbard
Hamiltonian, as it stands, does not flip the spin of electrons (cf. Section 2.2.2). This equality
of zx- and yy-correlations will still hold if we add a magnetic field in the z direction because
the new Hamiltonian, which has an extra term proportional to (ny — ny), still does not flip
the spins. However, if we add a magnetic field in, say, the xz-direction, this equality will not
hold anymore?® because the Hamiltonian will now contain terms like chcZ- 1 which flip the
spins.

Returning to the main discussion, the last term in Eq. (4.32) can be worked out in a
similar way:

Qz az 1

(S78S5) = 1 <(c;rTci¢ — CLCQ)(CETCJ-T — c}icj¢)> (4.41)
I N O = T e = ]
= 7 |GLGL, + GLGl - GGy, - GLGL + Glay + Ghay| (4.42)

Shown in Fig. 4.1 is the graph of S(q) vs. ¢ for a 37-site one-dimensional lattice at
half-filling (19 spin-1 and 19 spin-}) with U = 4.0. The peak at ¢ = 7 means that the
dominant wave vector is

T (4.43)
A=2 (4.44)

Because we have set the lattice spacing to 1, this means that the spin pattern repeats every
other lattice site as shown in Fig. 4.2 and implies that the Hubbard model in one dimension
at half filling is an antiferromagnet, consistent with the literature.

3 A more physical way to see why the equality does not hold is by noting that a magnetic field in the
z-direction will break the equivalence between the x- and y-direction in space.
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Figure 4.1: The magnetic structure factor for a 37-site one-dimensional lattice at half-filling
(19 spin-1 and 19 spin-|) with U = 4.0.
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Figure 4.2: The antiferromagnetic ordering of spin-up (red) and spin-down (blue) electrons
corresponding to ¢ = m on adjacent lattice sites in one dimension.






Appendix A

Hubbard-Stratonovich
transformation

This appendix proves and discusses the general Hubbard-Stratonovich transformation
and has been adapted from Hirsch [17] and Santos [36]. The transformation changes the
exponential of the square of any operator A into an exponential of the operator itself:

o0 7l2:2 —~
03’ _ /OO dz ((3\/%) e rA (A.1)

at the price of an auziliary field x, which is just a scalar that obeys a Gaussian distribution
and couples linearly to A. This result can be easily seen by writing the exponential on the
RHS as a series:

[ )= Lo () [ o)

To quote my math professor Jerry Shurman, “if you have a sum and an integral, you must
exchange them.”

[ar(Sm) et e L [ ar () (o)

For n odd, the integrand in the square bracket is an odd function and the symmetric integral
evaluates to zero. Thus, only terms with even n remain:

[ () =S Lo ()

(A.2)

(A.3)

A% (A.4)
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Consulting the formula for even-powered Gaussian integrals in Griffiths [41, backcover|, we
have

[ (e )t S ()

> q 22>"
n! < 2
n=0
oo 7%ZE2 —~ —~
/ dx (em ) e 4 = o3’ (A.7)
as desired.

The HS transformation has been widely used to study models in which the two-body
interaction on each site ¢ has the form

A% (A.5)

Vi = Uniyny, (A.8)

like the Hubbard model. However, before a transformation of this kind can be applied to
efli | squares of operators must appear in the argument of the exponential. There are many
ways to transform the interaction in Eq. (A.8) to produce the square of an operator.! This
operator can be either the local magnetic spin (n; — n;)) or the local charge (n;+ + n;)) on

each site:

1 1

NNy = —i(nn - nu)2 + i(n” +niy), (A.9)
1 1

NN = +§(nn + nu)z - §(niT +niy), (A.10)
1 1

iy = +7 (nip + ni)? — (it = niy)?, (A.11)

and can be proved easily by noting that the number operators are idempotent i.e. n?T = n;t.
We can make a few immediate observations about Egs. (A.9) to (A.11) in relation to the HS
transformation:

(i) An auxiliary field will be introduced for each squared operator appearing on the RHS’s
above. Thus Eqs. (A.9) and (A.10) introduce a single auxiliary field while Eq. (A.11)
introduces two auxiliary fields for each lattice site.

(ii) The auxiliary field will couple to the local magnetic spin and local charge when Eq. (A.9)
and Eq. (A.10) are used, respectively.

(iii) Because the second terms on the RHS’s of Egs. (A.9) and (A.10) are not squares, they
do not produce auxiliary fields and hence require no sampling in QMC and are usually
combined into the non-interacting term in the Hamiltonian.

Eq. (A.1) can now be used with Egs. (A.9) to (A.11) to eliminate the interactions. For
example, if Eq. (A.10) is used then

o~ ATVi _ JUAT(nig+niy)/2,—UAT(nig+ngy)? /2 (A.12)
_ 1.2

o~ ATV _ JUAT(nir+ni))/2 / dz; [ & ) VAT mi ) (A.13)
V2r

! Although this appendix only deals with Hubbard-like \7, the writing of V as a sum of squares of one-body
operators can be done for any general two-body interactions. See Appendix K for details.
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where we have used Eq. (A.1) by letting

A= V—=ATU (it +n4yp) - (A.14)

Eq. (A.13) is called the continuous Gaussian charge transformation because the auxiliary
field x; obeys a continuous Gaussian distribution and the squared operator is the local
charge. Note that from Eq. (A.14), this transformation will produce complex quantities if U
is positive.

Since the fermion occupation number can only take the values 0 or 1, Hirsch [17] pointed
out that an Ising-like auxiliary field that takes only two values x; = +1 is sufficient to
eliminate the fermion interaction. The transformation he proposed is called the discrete
Hirsch spin transformation

e~ ATUniniy le—ATU(TLm-&-nu)/? Z eTiv(nit—niy) (A.15)
2
xr;==+1

where coshy = e27U/2, The transformation is so named because the auxiliary field z; on

each site is discrete and couples to the magnetic spin n; — n;y. For a proof of Eq. (A.15),
please refer to Appendix B. Hirsch [17] also invented a slightly different form of the HS
transformation, called the discrete Hirsch charge transformation:

e*ATU"TM _ lefArU(nernwfl)/Z Z e’ym(m¢+m¢fl) (A,16)
2
xr;==+1

where coshy = e~A7U/2 Because the arccosh function is complex-valued for real inputs with

magnitude less than 1, if one wants to work with only real quantities, Eq. (A.15) would
be used for the repulsive Hubbard model (U > 0) and Eq. (A.16) for the attractive model
(U <0).

We want to mention in passing an alternative [42, p. 110] to Eq. (A.1) that could be
useful when one wants a HS transformation with discrete auxiliary fields for a general
non-Hubbard-like interaction (i.e. not of the form in Eq. (A.8):

eATW52 _ Z V(E)e\/mwn(e)é + O(AT4) (A.17)
f=%1,+2

where the coefficients are

Y(ED) =1+V6/3  y(£2)=1-6/3 (A.18)

n(£1) = £1/2(3 = V6)  n(£2) = +1/2(3 + V6). (A.19)

Because the per-time-step error is O(A7?), the error over the whole projection path is
O(AT3) (see Eq. (3.30)) which is not a problem because the Trotter-Suzuki decomposition
in Section 3.4 already introduces an error of order O(A7?).

and






Appendix B

Hirsh transformations

This section proves the discrete Hirsch spin transformation as stated in Eq. (3.32),
e~ ATUnirni, _ (—ATU(nip+nqy)/2 Z p(z;) exi(nir—ni) (B.1)
x;==*1
where v is given by cosh(y) = exp(A7U/2) and p(x;) = 1/2 for x; = +1.

oH?

First, let H = (ny —ny). We want an expression for e**”, which contains the square of

H , in terms of e which contains H itself.

We make an elementary observation that if an arbitrary quantum operator H has
eigenvalues 0, 1 and —1 with corresponding eigenstates |01),|02) (degenerate), |1) and |—1),
its square H? must have only eigenvalues 0 with degenerate eigenstates |01) and |02) and
1 with degenerate eigenstates |1) and [—1). Also, if an operator H has eigenvalue a with

eigenstate |a) then e has eigenvalue e because:

eﬁ\a>:<1+ﬁ+};2+...>\a) (B.2)
a2

= la) +ala) + 5 |a) + ... (B.3)

= ea) . (B.4)

Using the completeness relation H =), i i) (i| where i are the eigenvalues, we obtain:

eaﬁj = 101) (01| +[02) (02| +€*([1) (1] + [-1) {=1]) (B.5)
e =101) (01] + [02) (02| + €7 [1) (1] + 7 |=1) (=1 (B.6)
e P = |01) (01| +102) (O] + P [1) (1] + ¢ |-1) (~1] . (B.7)

This is easy to see by noting that e’ = 1. Add Egs. (B.6) and (B.7) and multiply by 1/2:

(" + &= PH) = |01) (0] + [02) (02] ++% (e +e7?) () U+ -1 (-1 . (BS)

3] N =

For Eq. (B.8) to equal Eq. (B.5), we need

e® =

(eﬁ + e7'3> =cosh 3. (B.9)

N
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Thus if we require cosh 8 = e® then

~ 1 ~ ~
ool = (eﬁH yo Bl ) . (B.10)

Now let’s look at the product of particles on the same lattice site nyn . Because

(ny —ny)?* = (n4)? + (ny)* — 2n4n;  number operators commute (B.11)

=ny+n, —2mng, number operators are idempotent (B.12)

we have:

(ny+mny)  (np—ny)?
nyny = T2 L. T2 S (B.13)

Thus
e_ATUnTni _ e_ATU(nT‘f'ni)/Q eATU (np—my)?/2 ) (B14)

Because there are only four possible states on each lattice site, namely |-}, [1), |}) and |T{),

)
A~

the operator (ny —n|) can only have three eigenvalues 0, 1 and —1. Letting H = (ny —ny)
and a = AEU in Eq. (B.10), we have!

GATU (ny—ny)?/2 _ (e’v(m—m) + e—'Y(”T—m)) 7 (B.22)

N

provided that

coshy = e27U/2 (B.23)

! As a side note, the form of the Hirsch spin transformation in Eq. (B.1) is not the same as that in the
original paper by Hirsch [17]:

_ 1 _ _
e ATUnqng _ Ee ATU(nT+ni)/2 Z e2az(n¢ ni) (B15)
z==+1
where the constant a satisfies:
tanh® a = tanh(A7U/4) (B.16)

However, Eq. (B.15) can be proved to be equivalent to Eq. (A.15) by noting that cosh(2a) = e27Y/2

implies Eq. (B.16) by simple manipulations with hyperbolic functions, and hence 2a in Eq. (B.15) is the same
as v in Eq. (A.15). It is easy to show that

1 ATU/2
cosh® a = % (B.17)
ATU/2 1
sinh”® a = % : (B.18)
Together, Egs. (B.17) and (B.18) give
tanh® @ = tanh(A7U/4) (B.19)
For completeness, the original form of the Hirsch charge transformation in Eq. (A.16) is
—ArtUnqn __ 1 —ATU(ng4+n)/2 2bx(nq+n;—1)
e T = 5¢ L Z e T (B.20)

r==+1

where
tanh® b = — tanh(ATU/4) (B.21)
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Substituting Eq. (B.22) into Eq. (B.14), we obtain the desired expression:

e~ ATUnny _ — (—ATU(ny+ny)/2 (e“/(nrfm) + e*'Y("T*”J,))

N = DN =

e~ ATU(ny+n,)/2 oY (np—ny)
)
r==+1

which is the expression that we set out to prove.

(B.24)

(B.25)






Appendix C

Overlap of two Slater determinants

In this appendix, we want to prove the formula for the overlap of two Slater determinants
as stated in Eq. (3.8):

(9l¢') = Det (@1@') . (C1)

Suppose we have two Slater determinants

= ﬂ (Z Bchg> 0) (C.2)

m=1

= (Z Bflvlch) (Z BZZ,QC@) (Z BZN,NC;N) ‘0> (C3)
01 5%

N L
k=1

=1

— (Z A,ﬂ,l%) (Z Amc,w) (Z AkN,Nc;N> 0) . (C.5)
kn

k1

10) (C.4)

3

The adjoint of |¢) is

kn kn_1

(6] = (0] (ZA}VJWC,CN) (Z Ay 1%1) (ZALCI%) N(eX3)
k1

with the sums in |¢) applied in reverse order. We want to prove
(¢|¢/) = Det(A'B). (C.7)

By taking the inner product of Egs. (C.3) and (C.6), the LHS of Eq. (C.7) is

(|¢') = > Al AN Beno Boy N (Ol cry - cryel, ol 10)(C8)
{1, N K1, kN }
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where the sum is over all the possible combinations of {¢1,...,¢n,k1,...,kn}. Note that
each term in this sum is non-zero only when there is no repetition among the ki, ..., ky
because otherwise, we’ll have 2 applications of the same annihilation operator ¢; in a row,
which certainly gives zero. Furthermore, the ¢4, ..., 5 must be some permutation of the
ki1,...,kn because otherwise, some annihilation operator will try to remove an orbital that
has not previously been created by a creation operator, which also gives zero. Note that if all
the ¢;’s are some permutation of the k;’s then the inner product (0] ¢, - .. Ckch . czN |0)
is £1 depending on the permutation P.

AB)=>"(-1" > Al AL Begi) - Bpggo.n (C.9)
P distinct k1,....,kn
L
== > Al AL Bipa) - By (C.10)
P distinct k1,....,kNn

The second equality follows because {P(1),...,P(N)} and {P(k1),...,P(kn)} are both
permutations of a set of N elements. The outer sum is over all the permutations P and the

inner sum has no repetition among the ki,..., ky.
On the other hand, the RHS of Eq. (C.7) is

Det(ATB) =) (~1)"(A'B)1 pq1y - - (A'B) v, p() (C.11)
P
= DY AL Bepa) | o | D0 Al Biw pv) (C.12)
P k1 kn
= Y O (AuBurn) - (Al Boormn ) - (C.13)
kl,...kN

permutations P

All the indices in Eq. (C.13) must be distinct because if k; = k; = k for some term

(—1)P (A;thP(i)) (A}’thP(j)) (C.14)
in the summation, then it can easily be seen that there exists another term

(-1)¢ (Az,kBk,Q(i)) e (A}L',kBk,Q(j)> = (C.15)

where the permutation @ satisfies Q(i) = P(j) and Q(j) = P(i). Because the permutations
Q and P have opposite signs,! the two terms in Eqs. (C.14) and (C.15) cancel. Thus, all the
indices in Eq. (C.13) must be distinct.

L
Det(a'B) =S "(-1)" Y (Al Bure) o (A Bir) - (€16)
P distinct k1,....kn

Because the RHS’s of Egs. (C.10) and (C.16) are identical, Eq. (C.7) has been proved.

! Let Q(i) = P(j) = « and Q(j) = P(i) = y Without loss of generality, suppose = < y. It takes (y —2 — 1)
transpositions to bring x to y’s position and then it takes (y — z — 1 — 1) transpositions to bring y back to
2’s original position for a total of 2(y — z — 1) — 1 transpositions, an odd number.



Appendix D

Thouless theorem

We want to prove Thouless! theorem as stated in Eqgs. (3.9) to (3.12). Suppose we have
a Slater determinant

) = @18 By 10) (D-1)
where the operator
=2 vim (D-2)
i

creates an electron in the m-th single-particle orbital. Thouless theorem states that the
operation of the exponential of a one body operator

M
B = exp Z cITijcj (D.3)
]
simply leads to another Slater determinant:
Blg) =)'y - dyf [0) = |¢') (D.4)
where the operators are
Ol =2 ) By (D.5)
J
like in Eq. (D.2) and the matrix ®’ is related to ® in a simple way:
P =eTd (D.6)

where the matrix 7" is formed from elements Tj;.
Let’s define a Slater determinant

N L
@) =TT D ssct | 10) (D.7)

i=1 \ j=1

where we have NV fermions described by a basis consisting of L states. In the case of the
Hubbard model, the basis states are chosen to be Wannier wave functions localized on each
lattice site. We must have

L>N (D.8)

! Fun fact: my advisor, Prof. Darrell Schroeter, attended Reed with Thouless’s daughter.
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due to the Pauli exclusion principle. All one-body operators in quantum mechanics have the
form

L
f{ = Z ch;fc]' (D.9)
1,j=1

where L is the number of basis states. This can be viewed as a matrix multiplication

C1
IQTZ(CJ{ C; CTL>T 2 (D.10)
cf CL
\_\:_/

where T is a L x L Hermitian matrix. Since H is Hermitian,? it puts a restriction on the
elements of T so that we can diagonalize T with a unitary matrix U

H=7lTe=2utDU? (D.11)
S—— =~
Bt B

where we have defined new vectors:
. L
Bl=7lut = I =>"Ul,. (D.12)
k

Note that the new operators 37 and 8 obey the same anticommutation relations as the
original operators ¢ and ¢f. For example:

(.60} = {z Ul 3 Ugjc;} 013
k ¢
=D _ULU{cl i} (D.14)
ke
{5:-[, 5;} =0 since {c,t, cz} =0. (D.15)

On the other hand, B)T = ¢UT implies
N L
ct=3U = = U8 (D.16)
k
Thus, Eq. (D.11) allows us to rewrite Eq. (D.9) as

L
H="" Dunfl,fm. (D.17)
m=1

21 H is skew-Hermitian, this proof is still correct. However, the matrix D will have purely imaginary
diagonal elements instead of real diagonal elements.
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The action of the exponential of H on the Slater determinant |¥) is:

R L
o 10) =exp [ Y Tijele | 10) (D.18)
ij=1
L N L
- (z Dmﬁmm> (> 6 | o (0.19)
m=1 i=1 \j=1
L N L
= exp <Z Dmﬁjnﬁm> H Z k;ﬂk |0) using Eq. (D.16). (D.20)
m=1 i=1 \j,k=1

Define @ = U® so that Q; = (U®)y; = Zj Ukj¢ji- Doing the j-sum in Eq. (D.20) gives

N L
I1 (Z Q;ﬂ-ﬁ;) 0) . (D.21)

=1

R L
o [¥) = exp (Z Dmﬁ;ﬁm>
m=1

(D.22)

Just an aside about the notation we will use later. Define:

I1 (Z M,i) = (Z leﬂz) (Z mw};) - (Z QkNB};) : (D.23)
k=1 k=1 k=1

=1 =

-~ -~ -~

A Aq Ao AN

However, the sums should not have the same index of summation. Therefore let the index of
the first one be k1, that of the second one be k9 and so on up to ky because there are NV
terms in the product in Eq. (D.23). Each index k; runs from 1 to L. Thus

L L L
II (Z leﬁh) = | Do Qs | [ Do @Bl |- | D @l (D.24)
i=1 \k=1 k=1 ka=1 ky=1
L
= Z Qi1Qky2 - - - QryN B};lﬁlg . ﬁ;LN perform the multiplication .
k1,k2,....kn=1

(D.25)
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Put Eq. (D.25) into Eq. (D.21):

L

- L
e | W) = exp (Z Dmﬁjnﬁm> > QriQre- - Qiyn Bl.8l, - -@LN 10)

m=1 E1.ko,....kn=1

(D.26)

L B L
= Y exp (Z Dmﬂmm> Qkﬂ@kﬂ...QkNNﬂ,;ﬁ,L...ﬂ,iN] 0) (D.27)

k1,k2,....kn=1 m=1

= ZL: exp (Dﬁfﬂl) exp (D2ﬁ$ﬁ2) ...exp (DL525L>

k1,k2,....,kn=1

there are L of these

Quu1Qra2 - Quyn BLBL - B, | 10) .
——

there are N of these

(D.28)

Note that in the above equation, because of the commutation relations in Eq. (D.15), there
can be no duplicates among the ki, ko, ..., ky because if so then there will be multiple
applications of the creation operator ,8,11_ to the k;-th lattice site which gives 0.

Further simplification is possible if we make use of condition in Eq. (D.8). This condition

implies that in each term of the above sum there has to be a exp <Dj5;ﬁj> that does not
have a corresponding ﬁ;. Such a exp (Djﬁ;ﬂj) simply becomes ePi(?) which is just the
identity. The intuitive reason is that the particle number operator n; = ﬁ;ﬁj is acting on a

basis state j that has zero particle because there was no creation operator ﬁ;[ that acted
on |0) to create a particle in the state j. The mathematical way to see this is that we can
write:3

exp (Difl i) = exp(D)BIB: + Bif] (D.29)

3 Proof: Let A = B:rﬂl and note that A% = A. Then

1+ ;l\(eDi -1)

—ePiAg 1- A\)

=il + (1 - B18)

_ eDiﬂJ/Bi n /31_52‘ since {ﬁmﬁj} =1
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Letting this act on |0) gives

exp (DZ-BZ 5,-) 10) = exp(Dy) B! 3 [0) + 8:8] |0) (D.30)
—0+1]0)=1]0) . (D.31)

On the other hand, in each term in the sum there are also exp <Djﬁ;6j) that has a

corresponding 6}.

exp (DiB]B;) 8] = exp(Di)8]8:5] + 58] ] (D.32)
= exp(Dy)BI (1) + 0 (D.33)
= exp(D;) B . (D.34)

The end result is that after applying all the exp (Djﬁ;fﬂ]) operators to the Bj operators,
there will be N factors of the form exp(D;) Bg and (L — N) factors of 1 which can be ignored

exp <D1ﬂ1rﬁ1) exp <D25§/32> ... exp (DLBLBL> Qi11Qks2 - - - Qry N 5;115;22 . BZN

(D.35)

— exp (Dy,) exp (Dy,) . .exp (Dgy) 11) - (1) Qui1Qua2 - Quyn B BL, - 8L (D.36)
N of these L — N of these

= exp (Dkl) exXp (Dkg) ...exXp (DkN) lele22 e QkNN ,B;Llﬂl; v B;LN . (D37)

Note that in obtaining this result we do need the fact that there is no duplication among
the k;. Putting Eq. (D.37) into Eq. (D.28), we have

L
loy= % {exp(Dkl)eXp(Db)...eXp(DkN)lelegg...QkNNﬁ};l,B;QQ...5};]\,} 10) .
k1,k2,....,kn=1

(D.38)
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Appendix D. Thouless theorem

Letting k; = ¢ allows for a more compact notation:

R N /L
Fwy =3 (H eDmeﬁ,T> )

m=1

o~
Il
—

I I

—= ==
— N

M=

@

>}

NS

3

?S

:@

S

eDZszﬁ}> 0)

3
I

3
I

Il
=
M= IM=

I
=

3
IL

Il
-

3
I

Il
-

3
Il

3
Il
—
r
£
I
—

I
—
[]=
=
~
©
o
3
?T‘Q_"
| I |
°

switch sum and product

using Eq. (D.12)

(D.39)

(D.40)

(D.41)

(D.42)

(D.43)

(D.44)

(D.45)

(D.46)

By comparing Eq. (D.46) to the definition of a Slater determinant in Eq. (D.7), we conclude

that applying e to a Slater determinant with coefficient matrix ® gives another Slater

determinant with coefficient matrix e’ ®. Thus, we have proved Thouless theorem.

Interestingly, Rombouts et al. [43, p. 272] pointed out that the converse of Thouless
theorem is also true: if the effect of applying an operator with non-singular coefficient
matrix ) on a Slater determinant is to left-multiply (the coefficient matrix of) that Slater

determinant by @, that operator has to be the exponential of a one-body operator.



Appendix E

Correctness of the
importance-sampled propagator

In this appendix, we will show that Eq. (3.56)

GUHAT)Y = ATIETUNHND /2§ B(F) By o By (7) B [97) | (E.1)

which describes an importance-sampled random walk, is mathematically equivalent to Eq. (3.48)

‘¢§T+Ar)> — ATIEr—U(N4+N,)/2] Zp(y) {EK/QEV@)EK/Q] y¢§7)> : (E.2)

which describes a regular random walk. B

We first motivate and derive the modified propagator Pgs. It must preserve the repre-
sentation of |¥y) in Eq. (3.53) which dictates that the walkers propagate in the following
manner

¢(T+AT)>

()
L+ _19) (16" (E.3)

<— Ww; .
(el (erle”)

By bringing the term <¢T\¢§T+AT)> in Eq. (E.3) to the RHS, we obtain an overlap ratio
(T4+AT)
(prle”)

that must multiply the weight at every propagation step in order to preserve the representation
in Eq. (3.55). As an example of Eq. (E.4), propagation by the kinetic propagator looks like

(b1 Br2lo™) )
Y
<¢T ’¢, >

wj(T+AT) ‘¢§T+A7)> -

] Byy2|6(7) (B.5)
which immediately gives the evolution of the weight under the kinetic propagator:

B .
w.(T“rAT) <¢T| K/2’¢) >w(7) '

’ (érlo™y (0
)
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We will now focus on the two-body propagator which is evaluated stochastically and
is therefore affected in a non-trivial way by importance sampling. The application of the

Hirsch transformation in Eq. (3.32) to a walker |¢>j(7)) gives
wj(;) W;(;)) — o AtUniny [, ” . |¢” O (E.7)

The notation |qb](:)_1> is explained in Egs. (3.61) to (3.64). Because we must multiply by the
overlap ratio in Eq. (E.4), in every iteration over the lattice sites ¢, Eq. (E.7) becomes

wj(;) |¢J(:)> — o~ ATU(nir+nqy)/2 Z p(z) eYTi(nit—niy)

: Dol 0] Es)
e (el | L )

(orlef7) )
)

Rearranging gives

(orl67)
D pla;)——
Dt ) (orlel7) )

0 |60y = e=ArUlmur+na) /2,7 @l |60) ) (B.9)

Because \gb](: ) is the walker ](bj ;1) after propagation by by (x;), we can rewrite it as

<¢T|bv($z)!¢” 1)

w](:) ‘qu(;')) — e_ATU(niT+niJ’)/2wj(;)_1 p(ﬂfz) wzz(nm niy) |¢] o 1> ]
zi=%1 <¢T‘¢j,i—1>
(E.10)
We can interpret the quantity in the square bracket as a discrete PDF:
_ (orlby (@)lgf7 )
plx;) = p(;) ey (E.11)

<¢T|¢” 1>

Note that p(x;) modifies the original p(z;) in such a way that the choice of x; that leads to
a larger overlap with |¢r) has higher probability. However, p(x;) is not normalized. We can
fix this by introducing a normalization factor

‘ﬁ(gbj(?) 1 <¢T ’3\/(% =+1) ‘ ¢J(:)_1> . <¢T ‘3\/ T; = ‘¢” 1>

. (E.12)
th2 (orlo) ) (prlo) )

where by (x; = +1) is the propagator where the auxiliary field has been chosen to be +1.
Multiplying and dividing by ‘ﬁ(qb( )) gives:

- _ATU(nirtn T piz; z; (ni+—n; T
( )|¢ ) = e~ ATU(nigtni)/2 J(Z) 1m(¢j(,i)) Z ( T)) ei(nir—niy) |¢](1)4> . (E.13)
r;==+1 ‘ﬁ(gb” )
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p(z4)

It’s easy to verify that - is indeed a normalized (discrete) PDF which we can sample

]'L

from. We can tidy this up a little:

(T) |¢ > Z M e1Ti(nit—niy) |¢ ) (E.14)
i/ = TV T i—1 :
" o | T ’
where
WV,J,Z = e_ATU(TLzT+TL1J,)/2 ](Z) 1m(¢](7;)) (E15)

is the aggregate of all the scalar prefactors in Eq. (E.13). Eq. (E.15) very clearly shows the
evolution of the weight after propagation by the potential propagator on site i

w® e AU ma ) 24,0 (7)) (E.16)

Eq. (E.14) gives the importance-sampled potential propagator over a single lattice site 1.
The potential propagator over all sites, as expected, is just the product of the propagators
over all M sites:

wj(jj—\)d ’¢](§\l]> e—A‘rV (7' ’¢ > (E.l?)
o He—ATUnianw](B) [|¢J(:6)>} (E18)
= Wvy; Z P(7 |¢, 0 > ) (E.19)

where P(7) is the normalized modified PDF over all sites
P(@)=]] [(T)] (E.20)

and Bv( ) was defined in Eq. (3.49). The overall weight Wy ; is simply the product of the
weights in Eq. (E.15) over all sites

i

Wy = H Wr.i; (E.21)
_ f[e—ATU(nme ﬁ) ﬂt(@%(;)) (E.22)
- eiATU(NT+N¢>/2 I1 ‘ﬁ(¢f§)) (E.23)
— e—ATU(NT+N¢>/2mj(T> (E.24)

where, for convenience later, we have defined
7 =T]eD). (E.25)

This gives us the evolution of the weight after propagation by the potential propagator on

all M sites:

wj(;\)i i efATU(NTJrNJ,)/Qmj(T)wj(’B) . (E26)
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Now we will prove the claim stated at the beginning of this appendix. Referring back
to Eq. (E.8), we see that the overlap ratios are implicit in the normalized PDF P and we
can see that due to a “telescoping” product over the sites i, Wy is:

Wy = e~ ATUNEN))/2 <¢T‘¢i((;‘)4> . (E.27)
(orlo5)
Now we can write the importance-sampled ground-state projection operator:
wj(‘r+A7-) |¢j(‘r+A‘r)> Pgsw |¢ > (E.28)
— ATET ~ATR [2,~ATV ~ATK /2 (E.29)

= Zﬁ(g) % |eATETy, <¢T’BK/2’¢] M)W <¢T|§K/2|¢j(7)>

Vi

& (Srl6T)) (orle”)
x | BBy (%) Bicya 197 - (E:30)

Using Egs. (3.63), (3.64) and (E.20) gives

j

_ (t+AT)
w(T-‘rAT) ’¢j(T+AT)> _ ZP(T%?) % [ At[Er— (NT""Ni)/Q] (7') ¢T’¢ W ]O

{8216107 (6 |¢
x| Bij2Bv(@) By |6 >>} (E.31)
(T+AT) | L (THAT)y D7 AT[Er—U(Ny+Ny)/2) <¢T’¢] )> w'™
w; "b) >-ZP($)>< € Wy
7 (orlo(”)
% | BicjBv(@) Bz |67)] - (E.32)

Moving the term (ng\qﬁ (7+AT) > to the LHS:

(T+AT) (7)
wj(rmﬂ% BTN /2] Z B(@) By 2 By(T) By /2% . (B.33)
(orley 27 (@rl)”)
Thus, the importance-sampled walkers and weights must evolve in the following manner:
’%(T+AT)> — ATIET—U(Nt+Ny)/2] ZP BK/2BV( )B\K/Q ’%(T)> (E.34)
7)
WA ¢ ATE U (NN ﬂl%—)wf” (E.35)
<¢T|¢> )

which shows that although the importance-sampled iteration is formally different, it is indeed
mathematically equivalent to the original iteration in Eq. (3.48).

In our CPMC implementation, we simply multiply all the weights by the prefactor
eATIET—UN++NL)/2l ot the start of every iteration because it is essentially independent of
what goes on inside the iteration. The overlap ratio is updated every time a walker is acted
on by a propagator.
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Equal-time Green’s function

In this appendix we will prove a simple formula for calculating the equal-time Green’s
function for any two Slater determinants
(cich) = M (F.1)
! (PlQ)
By “equal-time,” we mean that there are no time evolution operators sandwiched between
c; and c;f». Along the way, we will also prove Eq. (3.73):

(prlctyeiold) ¢
(chocir) =00 = [ [@DIe7 ] @f)T] (F2)
First we’ll prove that
Det(M) = T M) (F.3)

Since we only work with matrices, according to Higham [44, p. 17] we can always find the
logarithm of M i.e. a matrix A such that e = M. With the new matrix A we can easily
prove Eq. (F.3):

Det(e?) = Detlexp(P~'DP)] diagonalize A (F.4)
= Det [P~ 'eP P] (F.5)
= Det(eP) cyclic invariance of trace (F.6)
=ePuelz2 | eDmn gince D is diagonal (F.7)
— eD11+Doot+Dnn (F.8)
= (F.9)
=elr4 since trace is basis independent . (F.10)
Eq. (F.3) then implies that
In(Det M) = Tr(In M) . (F.11)
Now suppose the two aforementioned Slater determinants are
N /L
@ =11 <Z Qemcz> 0) (F.12)
m=1 \/=1

N L
P =1] <Z Pkmc};> 0) (F.13)
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Our first step is to calculate the following quantity:

. (Pl
Gij = P (F.14)

We can replace c}ci with the second-quantized operator O whose matrix elements are

Omn = 0jmOni (F.15)
because
L
c}ci = Z (5jm5m~cincn (F.16)
= g Omnc cn (F.17)
= g" (F.18)

Next we note that

2(Plem|Q)

a ~
— In(P|e"|Q) = — chain rule F.19
g M PIIQ) = (F.19)
~ 776
_ (PlO™Q) (F.20)
(Plen9]Q)
and that letting n = 0 recovers Eq. (F.14)
0 5 (PIO|Q)
— In(Ple"°|Q = e/ F.21
an (Ple"™]Q) T PR (F.21)
because 6776’77:0 is the identity. Thus we can write
. _ (PlOQ)
Gii = F.22
=P (F:22)
a ~
= —In(P|e"°|Q F.23
oy 0| (.23)
_ 9 Det [PTe”OQ} (F.24)
on =0
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To go from Eq. (F.23) to Eq. (F.24), we have use the result of Appendix D (Thouless
theorem)!and then Appendix C (overlap of two Slater determinants). Note the absence of a
hat on O in Eq. (F.24) because it is now a matrix with elements given in Eq. (F.15) and not
an operator. Now we can continue by using Eq. (F.11)

~ 0
;i = — Trin |Pfen© F.2
Gij an rn{ e Q} - (F.25)
=Tr [68 In (PJr "OQ>] trace and derivative commute (F.26)
n=0
PTO e"OQ .
[ Proi0q) } chain rule (F.27)
T

(P OQ) letting n = 0 (F.28)
=Tr [(PJr 1PTOQ} cyclic invariance of trace (F.29)
Tr [Q PrQ) 1PTO} (F.30)

where the last equality follows from the invariance of the trace under cyclic permutation.
Then by letting N = Q(PTQ)~' P, we can rewrite Eq. (F.30) as:

Gij = Tr(NO) = > (NO)u (F.31)
= Z NopOpe (F.32)
= Z N0ji0¢;  definition of the matrix O (F.33)
- J\’;Z] . (F.34)

In other words:

5 <P’C;[CI|Q> . -1 pt

Do note the different orderings of ¢ and j on the left- and right-hand sides of the last equality.

1 An attentive reader will notice that the result in Appendix D were proved with the assumption that the
operator is Hermitian or skew-Hermitian which O, as defined in Eq. (F.15), clearly is not. However, Assaad
[42 p. 114] points out that because only terms of order 7 are relevant in the present proof, we can replace

"0 with en(0+01)/2gn(0-0"1)/2 yhich is exact up to order 7? because

~ o~ ~ - N 2 R R 2 R
10+0N/2gn©0-00/2 _ 1y L G Loty L MG ot 4 | 14160+ L6 -0+
2 274 2 24
B O0O+0t 0-0f ,[(0O-0H? (0O+0HO0-0" (0+01")?
R R T R s 4 8
-1 ~
=1+70 + 5(n0)* + O(n*) = " + O(n’)

This replacement allows us to use the result in Appendix D. The main idea here is that any operator can be
written as a sum of Hermitian and skew-Hermitian operators.
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Finally, the one-particle equal-time Green’s function between the two Slater determinants
|P) and |@) is then

P cict
Gij = (eich) = <J}4é§;2> (F.36)
(PI(6y — cle)|Q)
RRRTEe) (:37)
=6 — Gy . (F.38)

If we think of G;; and G’ij, respectively, as the (7, j)-th elements of square matrices G and G
like we usually do in this thesis, the expression for G follows easily from Eq. (F.38):

G=1-G (F.39)

where [ is the identity matrix. This is a simple formula that allows us to calculate the
equal-time Green’s function for any two Slater determinants.



Appendix G

Metropolis AFQMC

This appendix gives an overview of the original formulation of the auxiliary-field quantum
Monte Carlo (AFQMC) method by Sugiyama and Koonin [16]. This formulation uses
the Metropolis algorithm! to generate a Metropolis-like random walk, unlike the open-
ended branching random walk formulation presented in the rest of the thesis. However, the
Metropolis formulation will come in handy when we discuss the computation of the unequal-
time Green’s function in Appendix H. This appendix has adapted materials from Purwanto
and Zhang [29] and Assaad [42].

We are looking to do projection for an imaginary-time interval of A = LAT. Let
£=1,...,L be the index for the time slices. The total projection over the whole interval 7 is
1
Pa=[P". (G.1)

(=L

where the index ¢ runs backward to indicate that earlier times appear to the right per
convention. The /-th step of this projection is

PO =F> BEY). (G.2)

z©

Note that this is exactly the same as Eq. (3.41). The prefactor in Eq. (G.2) is

F- <;> v (G.3)

and the operator is

AT

(¢

B0 = T o(- 5 S o Sk ) oo (- 5 Sl
ij

o=T,1
(G.4)
where 70 = = (z1,x2,...,xp) is a configuration of auxiliary fields over all M lattice sites,
K;; are matrix elements of the Hubbard kinetic operator K and
o UAT Y
Vi (0) = == + s(o)al” (G.5)

! Here we use the term Metropolis algorithm to include both the original algorithm by Metropolis et al. [11]
and similar algorithms that use different acceptance/rejection probabilities, such as the heat-bath algorithm.
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where s(1) =1 and s(}) = —1 and ~ is given by cosh(y) = exp(A7U/2) like in Eq. (3.41).
q. (G.4) can be very easily derived from Eq. (3.32). Note the time-slice dependence of both
73 and B through the auxiliary-field configuration Z().
The total projection operator in Eq. (G.1) is

1
Pr=]P% (G.6)
(=L
1
_ fzéwn (G.7)
=L a0
= LZB (G.8)

where we have defined the configuration of auxiliary fields over all lattice sites and time
slices to be

X — {§>(L)’ 7D g(l)} (G.9)
and the X. -dependent propagator to be
Bz(A,0) = B(@E)B(@EY) ... B(zW). (G.10)
Similarly, the projection operator for an interval © = TAT from A to A + © is
Po=F1Y Bp(@+AA) (G.11)
Y

where Y is the corresponding auxiliary field configuration.
The ground-state expectation of an observable A is

< (| A]Tp)
(4) = 7<%|A\IIO>AA (G.12)
_ {(¢1|Pe APalér) (G.13)

(¢1|Po Palor)

Here © and A are imaginary-time intervals chosen to be large enough so as to project out the
ground state from the left- and right-hand side wave function, respectively. The denominator
of Eq. (G.13) is

(@1/Po Palor) = (01| |[FT Y Bp(A+6,0)||[FX 3 By(A,0)| lor)  (G.14)
Y X
= P S (or| Bp(A+0,0)Br(A,0) | or) (G.15)
V. X}y
:]_-L-I—TZ ¢T‘ (A +0,A)B ‘¢T> (G.16)
5

—

where we think of the (L 4+ 7') M -dimensional vector S = (Y, X ) as X concatenated to Y
and the propagators

B

w)
=
+
@
=

I
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If we go further and define
Bz(A +6,0) = B2(A +6,A)Bz(A,0)
then

(¢1Pe Paldr) -7:L+TZ< ‘ 3(A+6,0) ‘¢T>

— ]:L-‘,—TZ n
s
where we have defined the “left-hand” wave function to be
(nzl = (91| Bz(A+©,A)
and the “right-hand” wave function to be

63) = Bz(A,0) o) .

The usefulness of this notation will be clear when we evaluate the numerator:

(0r1Po APslor) = F*1 37 (61| By(A+0,M)ABy(A,0)| o)
(Y.X)

fL+TZ< ‘ A+@A)21§§(A,0)]¢T>

<P o)
S

Because the prefactor FX+7 in the denominator and numerator cancel, we have

Tpslales)
Z (ng|o3)

s

o~

(4) =

Multiply and divide the numerator by <¢T]§§(A + ©0,0)|¢71):

[ glAles)
R Z<n5‘¢5> (ngloz)
(A) = -2

> (ngleg)

s

)

(G.19)

(G.20)

(G.21)

(G.22)

(G.23)

(G.24)

(G.25)

(G.26)

(G.27)

(G.28)

(G.29)

(G.30)
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and
( )§> =22 (G.31)
S

q.- (G.29) can be evaluated by Monte Carlo.? We sample configurations S from the
distrlbutlon P(S ) and calculate (A>§> for each of those configurations. The arithmetic mean
of the results of those calculations is the Monte Carlo estimator. However, direct sanlphng
of P(S’ ) is practically impossible because it requires knowing normalization of P(S) i.e.
the denominator of Eq. (G.30). This normahzatlon can only be found by evaluating all the
2(LAT)M torms in the summation over S clearly impractical in a realistic calculation.

The Metropolis algorithm allows for the sampling of PDF’s without knowing their
normalizations. An excellent discussion can be found in Kalos and Whitlock [26, pp. 64- 74].
Basically, we start with some initial configuration S propose a new conﬁguratlon g and
accept or reject S S" with an appropriate probability that involves the ratio of P(S ) to P(S ).
After obtaining enough samples S (with appropriate decorrelation time in between the
samples if necessary), we can compute (11)?’5 and the Monte Carlo estimator.

What has gone unsaid thus far is that the probability P(E)) is not positive for all S
because from Appendices C and D, we have

(nglég) = (61|Byp(A+ 6, A) Bg(A,0)|ér) (G.32)
= Det | (&) By (A + 0,A) Bz (A, 0007 (G.33)

which is just the determinant of a product of matrices and there’s nothing a priori to prevent
this determinant from being negative.3

To recap, in this appendix, we have shown how a different interpretation of the Hirsch
transformation leads to an entirely different random walk i.e. that generated by the Metropolis
algorithm. The formulas for the Monte Carlo estimator stated in Egs. (G.28) to (G.31) are
the takeaway from this appendix.

2 In fact, equations of this form are the basis of the Variational Monte Carlo method.
3 Note that Santos [36] discusses the sign problem in the context of a finite-temperature calculation
instead of a ground state calculation.



Appendix H

Unequal-time Green’s function

In this appendix we will show how to compute the unequal-time Green’s function in a
numerically stable way. The expected value of the tll)e unequal-time Green’s function for the
ground state with a particular auxiliary-field path S and imaginary times 71 > 79 is defined
as

(Woleg(r1)el(7)|Wo)

G(Tl)TQ)fj = <\IJ0‘\I/0> (Hl)

NP NP
_ <<]5T]73...710473;.;730].73...73\@ | (1.2)

(pT|P...PP...Plop)
where P is the ground state projection operator in Eq. (G.2). Then
Bz(O, Bg(m1,m)c! Ba(rs,0

G 72)es = (¢1|Bg(©,71) e As(ﬁ T2)c; Bg(72,0)|4) (H3)

(¢1|B5(0,0)|9)

where the simplification to the last line happens in the same manner as the derivation leading
to Eq. (G.27). Note that in Eq. (H.3), there is an extra projection interval Eg(@, 71) on the
left hand side of ¢;(72) to project out the ground state from |¢T). Because in the algorithm
used in this thesis, |¢) will be a walker from the equilibrated ensemble, there is no need for
such a projection interval for the right hand side wave function.

Our strategy of computing the unequal-time Green’s function is to manipulate Eq. (H.3)
so as to put the creation and annihilation operators ¢, and cj. next to each other, which will
allow us to use the formula for the equal-time Green’s function in Appendix F. Readers
are encouraged to read Appendix G before reading this appendix. This appendix is very
important to this thesis and elaborates on the discussion in Assaad [42, pp.123-5].

Let H be the Hamiltonian with coefficient matrix H:

}\I = Z C;[HijCj (H4)
ij
=7¢H?, (H.5)

where in the second equality, €' should be thought of as a row matrix of creation operators
and ¢ a column matrix of annihilation operators.
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First let’s evaluate the following commutator:

[E)THE), cy} = ZHU {c}cj,cy} . (H.6)
ij

Using the following identity for operators X ,XA/ and Z:
Z) = X[V, Z|+[X,2]Y, (H.7)
we have

Tt e =3 Hy (el + [ ale) (H.8)
Using the anticommutation relations for second-quantized operators, the commutators
in Eq. (H.8) are

[¢j, eyl = —2¢y¢5 (H.9)
[cz, Cyl = 0iy — QCyCT . (H.10)

Putting Egs. (H.9) and (H.10) into Eq. (H.8):

[?TH?, cy} ZH’Y ( 2! i CyCj + 0iyCj — 2cycjcj> . (H.11)

Grouping the first and last term in the sum and recognizing the anticommutator of C;-[ and
Cy:

[ } ZHw (‘ { Cy}cj +<5zycj) (H.12)

= Z Hij (=285 + 6iy) ¢ (H.13)
[E)THE), cy} = ZH?UCJ (H.14)

We now turn our attention to the time evolution of the annihilation operator c,:
cy(t) =ec, o™ = eT?THE)cy e TEHT (H.15)

Because ¢TH is just a “scalar” (in the sense that it is a 1 x 1 matrix), we can differenti-
ate Eq. (H.15) with respect to 7:

Dey(T) 8[eTﬁcy e*Tﬁ]

= H.16

or or ( )
retHe VR N o —retH?e

= <8ea7—) ¢y o TCTHT +eTcTHcCy (e(%> (H.17)
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Because ¢THE commutes with itself in the first term:

an(T) _ eTE)THE’ (E)THE)) Cy e—T?THE) _ eTE)THE)Cy (E)THE)) e—TE)THE) (ng)
T

=T HT [?THE), cy] e TEHT (H.20)

Now we can use Eq. (H.14) to write

8 — — — —
Cy(T) _ eTCTHC o Z Hyjcj e—TcTHc (H.21)

= Z Hy; (eT?THE)cjefT?THEj (H.22)

= =) Hyjei(7) (H.23)

J
dcy(T) —
oy — [H<e(r)], - (H.24)
We can rewrite Eq. (H.24) as a matrix differential equation:
2?(7’) = —H?Z(r) (H.25)
or N ’ '
whose solution is
Clr+ A7) =e 2H2(7). (H.26)
Element-wise, this means
ey(T+ A7) = (e 22(7)) . (H.27)

On the other hand, the time evolution of the operator ¢, in the Heisenberg picture is
cy(T+ A7) = A Hey (1)e AT (H.28)

Together, Eqgs. (H.27) and (H.28) say

eATHcy(T)e_ATﬁ = (e_ATHE)(T))y (H.29)
Creation operators obey a similar differential equation:!
9 2t(r) = 2t
5, c (r)="¢l(nH, (H.30)
whose solution is
e AT (r)eATH — (?T(T) e*ATH) . (H.31)

Y

! An intermediate step is proving [¢TH,cl] =3, ¢ Hyy.
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Now let the propagator that propagates a Slater determinant from imaginary time 7o to
time 71 for a fixed auxiliary-field path S (with 71 > 72) be

1
Eg(ﬁ, Ty) = H e~ ATH(EO) , (H.32)
(=L

where ¢ indexes the time slices between 71 and 7 and 7 is the collection of all auxiliary
fields over all sites at one particular time slice £. Technically, the equality in Eq. (H.32) is

—ATH(Z®) 450 has a scalar prefactor. However,

not correct because as shown in Eq. (G.8), e
because we always calculate the unequal-time Green’s function as a ratio (Eq. (H.3)), that
prefactor will cancel out in the end. In Eq. (H.32), ¢ runs backward from L to 1 to denote
that earlier times appear to the right per convention. The inverse propagator that takes a

determinant from time 7 back to time 7 is

L
Y, ) H ArH(E®) , (H.33)

where the small-time operators are simply applied in reverse order. Note that for Eqs. (H.32)
and (H.33) to be inverses of each other, the auxiliary field configurations 7 of each
time slice £ must match. This is automatlcally satisfied because we are dealing with a
single auxiliary-field configuration S here. In the notation of Eq. (3.48), the matrix version
of Eq. (H.32) is

Bg(ri, ) = [[ B(ZY). (H.34)

Using the definition of propagators in Egs. (H.32) and (H.33), we can compute the
following quantity

]§§>1 (7'1,7'2)cy§§>(7'1,7'2) = [edr eATﬁL—leATﬁL] Cy [e’ATﬁLe*ATﬁL—1 ...e’ATﬁl]
L times L times
(H.35)
— eATﬁl o eATfIL,l [eATﬁLcy efATﬁLi| e*ATﬁLfl o efATﬁl ]
(H.36)
e can then use Eq. (H. 0 pus e matrix e~ o the left of the operators:
W th Eq. (H.29) to push the mat ATHL 46 the left of the operat
B§>1 (71, 72)cyBg (11, 72) = eATHL | eATHL [e*ATHE)]y e ATHL—1 | omATH (H.37)
_ Z (e—ATHL) emﬁl eATﬁL,Q
vi .
i
[eATﬁL*cie_ATﬁL*} e_ATHL*2 .. .e_ATH1 (H.38)

— Z ATHL ATHLfl)
(]

AL [eATHL*%je_ATHL*?} e ATHL (H.39)
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By repeating the same trick many times, we eventually obtain

E? (Tl,TQ)Cy§§><T1,TQ) = Z (e*ATHL)yi (e*ATHL—l)ij . (e*ATHl) Cn - (H.40)

mn
ij..mn

By recognizing multiplication, we can simplify the RHS to
E%l (71,72)cy§§(7'1,7'2) = [(e_ATHL) - (e_ATHl) ?]y . (H.41)

Using the definition of the propagator matrix in Eq. (H.34), the above equation can be
written more compactly as

§§1(T1,T2)cy§§(71,72) = [Bg(r,m)d(n)], , (H.42)

where Bg(71,72) is the matrix of the operator Eg(ﬁ, 72). By starting from Eq. (H.31) and

following a similar procedure,? we can obtain:

~

§§(T1, TQ)CLB,;J (11,m2) = [E)T(Tl)Bg’(Tl, 7'2)} , (H.43)

where the imaginary time ordering is 71 > To.
From Eq. (H.3), the unequal-time Green’s function for the ground state over a particular
path S in auxiliary-field space is

<¢T’§§’(@aﬁ)ce§
(¢7|B

where © > 71 > 1. We note that because these propagators use the same auxiliary-field
path S we have

—

5(12,0)9)

(7’1, TQ)C

<.

G(r1,m2)e =

(H.44)

B3'(r1,7m), (H.45)

ég(@,ﬁ) = Eg(@,rg) 3

which says that going forward from 7 to © is the same as going backward from 71 to 7 and
then from 75 forward to ©. Thus

(¢1|Bg(0,72)BZ (11, 72) ¢ Bg (1, m)cl Bz (. )|¢>

G, m)e; = s 7 H.46
(m 72 (¢11B5(0,0)[9) (140

Using Eq. (H.42), we have

(61|B5(0,7) [B(11,7)C |, ciBz(1,0)|¢)
Gl 7)o = ~ H.47
(7 72)es (61|B5(0,0)|6) 140
(¢1|B5(0, m2)cy ¢l Bg(r2,0)[0)
= B(r, T H.48
[ (11,72)]gy oelB2(6.01) (H.48)
C CT-

_Z (71,72)]g, (Orley 10m) (H.49)

(oLl¢R)

2 This time we push the matrices to the right of the operators instead of to the left.
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where we have defined

|ér) = Bg(72,0)|6) (H.50)
(¢L] = (¢1| Bg(©,72). (H.51)

The latter is obtained by

|éL) = B3'(©,7) 1) - (H.52)
We recognize
G(12)y; = GLlom) (H.53)

as the equal-time Green’s function for two Slater determinants |¢r,) and |¢r) which we know
how to calculate from Appendix F. We can then write

G(r1,m2)e5 = Y [B(r1,72)]y, G(72)y; - (H.54)

T

If we think of G(71, 72)¢; as the (¢, j)-th element of a square matrix G(7q,72) then Eq. (H.54)
is equivalent to

G(11,m2) = B(11,72)G(72) (H.55)

Alternatively, if we use Eq. (H.43), we will arrive at a different expression:

(¢1|Bz(0,71) ce Bg(r1,m2)c} Bz(72,0)|0)
G(11, T —~ H.56
(i) = (r1B5(0.0)¢) i (120
<¢T’B‘>(@ 1) ce Bg(m ,ATz)C; B§1(71,Tz)3§(71,0)|¢> (H.57)
(¢7|B3(©,0)|0)
_ (611Bg(0,m) e [€1B (1, )} By (1, 0)e) (EL58)
(¢7|B3(©,0)|0)
(7| B2 (©,71) o ¢ Bg(11,0)|¢)
= B(T 2 T2)yj — H.59
; o) (é11B5(8,0)[9) (159
_Zy:B( 1 Q)y] <¢L‘¢R> (H.GO)
where
(91| = (¢r| By (O, ) (H.61)

[¢r) = B3 (71,0) [0) . (H.62)
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Figure H.1: Comparisons of the accuracy of the calculation of the on-site unequal-time
Green’s function i.e. (\IfolciT(T)cIT(O)\\Ilg) for a non-interacting one-dimensional 5-site lattice
with 3 spin-1 and 3 spin-| electrons using three different methods: exact, stabilized and
unstabilized calculations. The vertical axis is in logarithmic scale.

Thus
G(r1,m2)e; = G(11)iyByj (1, 72) (H.63)
G(r1,m2) = G(11)B(11,72) (H.64)

where B(71,72) is just a product of matrices that has been defined in Eq. (H.34). Eqgs. (H.55)
and (H.64) are the desired results of this appendix: they express the unequal-time Green’s
function as a matrix product of one-body propagators and the equal-time Green’s function
for two Slater determinants.

However, as will be discussed in Appendix J, if we naively carry out Egs. (H.55) and (H.64)
as written, the repeated multiplication of the short-time propagators to form B(71, 72) will lead
to numerical instabilities. In Fig. H.1 we show a comparison of the accuracy of three different
ways of calculating the on-site unequal-time Green’s function i.e. <\I/0‘C¢T(T)CIT(O)"1/0> vs the
imaginary time 7 for a non-interacting one-dimensional 5-site lattice with 3 spin-1 and 3
spin-|. electrons. The three methods agree well up to 7 = 8. The unstabilized calculation
described thus far gives results that diverge exponentially from the exact calculation while
the stabilized calculation (which we will describe below) agrees very well with the exact
calculation. Thus, we need a way to stabilize this procedure.
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First we show that the equal-time Green’s function is a projector.

G(1)* = G(1)G(7) (H.65)
—[r- Q(PTQ)—1PT] [I - Q(PTQ)_lPT} (H.66)
=1-Q(P'Q) P! - QPIQ)'P + [Q(PIQ) Pl [Q(PlQ)PT|  (He7)
=1 -2Q(P'Q)"' P + Q(PTQ)~' (22qQ) (Pq) ' P! (H.68)
=1 -2Q(P'Q)*PI +Q(PTQ)~ 1Pt (H.69)
=1-Q(PQ)'pPT (H.70)

G(1)? = G(1). (H.71)

Thus the equal-time Green’s function G(7) is a projector. Next, we show a temporal
decomposition of the unequal-time Green’s function. Suppose 7 > 1 > 73 then

G(71,73) = Bg(71,73)G(73) from Eq. (H.55) (H.72)
= B§(7'177'3)GQ(7'3) from Eq. (H.71) (H.73)
= [Bg(n,73)G(13)] G(73) (H.74)
= G(m1,73)G(73) Eq. (H.55) again (H.75)
= G(m, Tg)Bgl(Tg, 73)[Bg(m2, 73)G(13)] insert forward and backward propagators

(H.76)
= G(m1, TS)Bgl(TQ,T?,)G(TQ, 73) Eq. (H.55) applied to the last 2 terms

(H.77)
= [G(Tl)Bg(Tl,Tg)]Bgl(Tg,Tg)G(TQ,Tg) Eq. (H.64) applied to G(71,73)

(H.78)
= [G(11)Bg(71,12)]G(12,73) combine the two propagators (H.79)
= G(11,72)G(12,73) . Eq. (H.64) applied to the first 2 terms

(H.80)

Using this composition property, we can break up a large 7 into a set of N smaller intervals
of length € = (71 — 72)/N so that

N—-1
G(ri,m) = [[ G(r2 + (n+ 1)e, 72 + ne) . (H.81)

n=0

Applying Eq. (H.55) to each of the “small-time” Green’s functions G(m2 + (n + 1)e, 72 + ne),
we can write Eq. (H.81) more explicitly as

G(m,m2) = B(r1,11 —€)G(11 —€)...B(moa + 2,70 + £)G(12 + €) B(12 + £, 72) G(72) .
(H.82)

Because the equal-time Green’s functions are always well-behaved because of the numerical
stabilization discussed in Appendix J, we can ensure that G(71,72) is also well-behaved by
choosing ¢ to be small enough such that B(7 + ¢, 7) is well-behaved.
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Back-propagation

This appendix derives the back-propagation procedure and estimator as stated in Sec-
tion 3.10.2 and has adapted materials from Purwanto [45].
The back-propagated estimator in Eq. (3.80) is

~ ) efTbPﬁg\Il
<A>bp:<T’ - ﬁ‘0>
(¢rle ™ W)
(Wpp|A[W™)

= lim - BPAT ) 1.2
rHoo (Upp|T0) 2

where

W) = = o) (1.3)

is the regular “forward” walk at time 7 and

(Upp| = (¢r|e ™! (1.4)

is the back-propagated wave function that we need an efficient way to calculate. Note that

to reduce clutter, we will freely drop the normalization factor e”T from the propagators.
The back-propagation technique originates by carefully looking at the denominator

of Eq. (I.1). At any imaginary time 7, the ensemble of random walkers that have been

generated represents e —rH |¢r). If we let the random walk proceed for another imaginary time
interval 7,, then we will get a representation of e mopH = TH |¢T). However, the Hermiticity

of e=™»H allows us to apply it to the left on (¢|:

(o] { ~mopH o= H !qu)} if e~ s applied to the right

[(gf)T\ e_TbPH} [e_“q |¢)T>} if e=™»H is applied to the left .

(15)

These two interpretations can give exactly the same result using the same auxiliary field

(prle ™ e ™ |pr) =

paths in e ™r! if the walkers generated by the operation (¢r| e~ mopll ‘must be matched
one-to-one with the walkers representing e~ H |¢1). The operators e~ e and e~ H belong
to different imaginary time segments and therefor have different paths.

First we will define some necessary notation. Consider a walker |¢(7)> at imaginary time
7. An application of BK /QBV(JU,)BK /2 evolve the walker into the next time step ](b(TJrAT)).
We have included a subscript j in Z to emphasize that these configurations are dlfferent
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for each walker. Because these operators together depend on the configurations at time 7
which are stochastically sampled, these operators are also stochastic. Let’s define the “total”
propagator at imaginary time 7 to be

g]() By 2By (7;) B2 (L.6)

and the time-ordered product of these stochastic operators that transforms the walker |<;5 >
into the walker ]qﬁ( )> to be

B.(T ) E.(T/—AT) E'(’TI—QAT) BS'(’T-&-AT) B‘(T) (I 7)
j =7 j ! j :

where we have assumed 7/ > 7. Because of the one-to-one correspondence between 7'; and

Bj(T), Eq. (I.7) also defines a “path” in auxiliary field space and relates the two walkers by:

57 =B 87) (L8)

Similarly for the weight, we can define
F(T) = (ATIEr—U(Nt+N)/2] (1.9)
to be the factor that multiplies the weight at every iteration (even though it doesn’t actually

depend on 7) and
F'T) = pl'=An) p('=287) | p(r+A7) plr) (1.10)

A single application of the propagator in Eq. (I.6) updates the weight according
to Eq. (E.35)

(t+AT)
WA (¢r|o; . ) FOu. (L11)
<¢T|¢j >
It is straightforward to show that
wj( ) _ M(T;)).F'(T :T) ]( ) (112)
(¢rley”)
Suppose our population of walkers represent the wave function at time 7 as
o 1™

oy =S AL (1.13)

= erlel”)

From now on 7 will be a constant. Now if we propagate these walkers further to time
7/ = T + Tpp, the wave function will become
) gy = 3wl (T/)>
| Wiy = e |\IIT w;
: ¢ 6

Now we will show that we can indeed reuse the same propagation paths (in the sense
of Eq. (I.7)) that took us from 7 to 7’ to obtain |¢pp) in Eq. (1.4).

Let’s denote the walkers in the back-propagated population by ]17J )> and their weights

(L.14)

]( ). The i imaginary time 6 ranges from 0 to 7,,. The subscript j of a walker indicates the
path that is back-traversed by that walker i.e. the walker ]qﬁ( ) back-traverses the auxiliary

field path B that propagated the walker \d) ) into |¢> )
The backward walk is also importance- sampled However it has two compromises com-
pared to the normal “forward” walk:
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e The “guiding” wave function in the back-traversal of \gzﬁj(e)) is |¢j(7)>. This is clearly
less optimal than the trial wave function |¢1) because |¢T) is our best guess for the
ground state (and usually obtained with some preliminary calculations) while ]qﬁj(T)>
is just an arbitrary walker. Nevertheless, because the statistical distribution of |¢r)
represents the ground-state wave function, the chance that |¢r) is radically different
from the ground state wave function is also low. This also implies that each walker in
the backward walk has a different guiding wave function. However, using |¢j(7)> as the
guiding wave function is not wrong because in the Monte Carlo representation of a
wave function in Eq. (3.55), the guiding wave function will cancel out.

e The sampling of auxiliary fields may not be optimal. What this means is that a
configuration 7' that increases the overlap with the guiding wave function |¢7) on the
forward walk might not lead to a larger overlap with the guiding wave function |¢j(7)>
on the backward walk.

According to Purwanto and Zhang [29, p. 056702-8], in practice, these two compromises
have not been a major problem.

As in the forward walk, the initial population are all identical to the trial wave function
i.e. for all j:

=) = |or) (1.15)
=0 = (67 41) . (L.16)

Note the interesting role reversal of the walker |¢1(T)> and and the trial wave function |¢T) in
the weight compared to Eq. (3.54). For concreteness, we’ll show the first few steps of the
backward walk for a walker. Note that 7 is fixed and 6 is changing.

Step 1 takes the walker from § = 0 to # = A7 and uses the last time step of the forward
path in Eq. (1.7)

&) = [B727] j6r) (1.17)
(@ |B “AT} o) :

WA _ FT=a01" 4014 1.18

J on [ | (6 I) (1.18)

where * denotes complex conjugation and ¥ Hermitian conjugation. Recall that prop-

agation by [ (77— AT)} does not require sampling of auxiliary fields because we

are simply reusing the already-sampled auxiliary field configuration fj(T/*AT)at time

7/ — A7. This saves a lot of computational power because calculating the overlaps in
the sampling process requires evaluating the ratio of determinants of matrices for each
lattice site.

Step 2 takes the walker from 8 = A7 to # = 2A7 and uses the second-to-last time step of
the forward path in Eq. (I.7)

(2AT) St —2AT 1 AT
37y =[BT A0 37 (1.19)

B [E i(TI_QAT)]T [gj(T/_AT)F |61) (1.20)
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or with the notation of Eq. (L.7):

AT Sl —2AT 1
n*27) =[BT 20] o) (1.21)

Similarly, it’s straightforward to show that the weight evolves as

o~ Y T
<¢(T)| B.(T 7! —2AT) |¢T> L .
w0 = = [ o | FOTAO g er) (122)
j

If this propagation continues all the way to 6 = 7,,, the walker becomes

H Sl T
) =[BT o) (1.23)

(Recall that 7 = 7" — 7,;,). The weight becomes

(pr) —

) <#”ﬂ§f%’%ﬂT¢ﬂ{
j (07 |ér)

f(TIZT/*pr):| * . <¢](T)‘¢T> ) (1‘24)

Collect the RHS together, taking complex conjugates as necessary:

() _ (811 BTT |7y F )

oy 1.25
el (orlof)]| (1.25)

Multiply and divide by (¢T|¢1(7)>, recall that 7 = 7/ — 7,;, and rearrange:

. E.(T,ZT) (7') f(‘r’:‘r) - (T) *
u]( ) _ |: <¢T| i ’¢%T)> <¢T‘¢]( )> M%} . (1.26)
<¢T‘¢j > <¢T’¢] >

wl™)

We have used Eq. (1.12) to identify the weight u)j(T,) of a forward-walk random walker at
time 7. We also recognize wj(T) = <¢T|¢§T)) in the denominator and leave <¢T|¢§T)> in the
numerator alone. Thus

(7_/) *
@W“zlgtwﬂ#”ﬂ . (1.27)

e

A good thing about Eq. (1.27) is that it does not involve any weights at intermediate times
6.

Together, Eqs. (1.23) and (1.27) are what we need to get a formula for an observable A in
back-propagation. Because both the forward and backward walk have importance sampling,
both the left- and right-hand wave functions have the form in Eq. (3.55). The left-hand wave
function is

()
W18 (1.28)
Z:’ (prle”)
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and the right-hand wave function is

(Tbp)
upr)g—‘” ) (1.29)
; L@ ™)

Now we need to match each walker in the right-hand wave function with its counterpart in
the left-hand walk in Eq. (1.2).
The denominator of Eq. (1.2) is

denominator = (Upp|¥(T)) (1.30)

_ (Top <77j(pr) ’¢ET)>
Z S [<¢§T>m§%>>}* (@rle”) o

(' (Tbp
w; ) )
=Y A )] w7 ™ 19,7) . (1.32)
j j (o
After cancellations, we are left with simply
denominator = Z wj(T/) . (1.33)
j
The numerator of Eq. (1.2) is evaluated in a similar way:
numerator = (Upp|A|¥() (1.34)
_ Z [uﬁmp)} * ’LU.(T) <nj(pr)’A|¢j(r)> (L35)
j j ) (7 * - :
j (o7l (orle™)
After cancellations, we have
pr) A
numerator = Zw Him "] WT) ) (1.36)
j <77j |¢] )

Putting Eqs. (1.33) and (I1.36) together, we have the formula for the back-propagated
estimator

(Top) | 7y 4 (T)
1y (n; A ¢.
Zwi( 2 A )

D (167
< >bp_ Zw(T/)
j
j

To summarize, in this appendix, we have derived a procedure to calculate the expectation
of a physical observable using black-propagation.

(L.37)






Appendix J

Stabilization of matrix
multiplication

In this appendix, we discuss how a loss of numerical accuracy can occur in a “naive”
CPMC implementation and show a procedure to counter this loss of accuracy. We have
adapted materials from Assaad [42, pp.120-1,127] and Zhang [46, pp. 16-7].

In Appendix F, we showed that the one-particle equal-time Green’s function between
two Slater determinants |P) and |Q) is

o PldiQ)
Gij = (¢ j> = (P|Q) (J.1)
. [Q(PTQ)—lpf] . (J.2)

In a CPMC algorithm, we want to calculate (cic;) for the ground state wave function i.e.

(oleicilpo)  (Yrle A eicle e |y

~ ’ . J.3
(tolvo) (thole—meH e=mrH |¢)0) (1-3)

so we identify |P) = oA |1y and |Q) = e*TRHAWT) in Eq. (J.2). On finite-precision

—TLH

machines the repeated propagation of |¢)1) by e will cause numerical instabilities such

that round-off errors dominate such that \gbj(T)) represents an unfaithful propagation of |¢j(0)>.
This instability is directly related to the collapse to a bosonic ground state. That is, if we
let the propagation continue without any stabilization procedure, all single-particle orbitals
in each walker would become the same.

To alleviate this problem, we periodically perform a modified Gram-Schmidt reorthonor-
malization on the walkers. At some appropriate step in the random walk when reorthonor-
malization is to be carried out, we decompose the matrix P of a walker into P = U; D1V}
where U; is an orthonormal matrix, D; is a diagonal matrix and V] is an upper triangular
matrix. Similarly, we decompose Q) as Q = Uz D2 V5. It turns out that the one-particle Green’s
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function is invariant even if we discard the D’s and V’s matrices because

Q(PTQ)"'P! = (UyD,V3) [(Ulplvl)T(UzDQVQ)]_l (U1 D, V;)f (J.4)
— (Us D2 V) [VJD{UITUQDQVQ} “wipiuh (J.5)
= Un(Da¥s) (Vi DD(WU2) (Do) (VD] (1.6)
= Uy (DA V) (U ) ™! (vipatpty Uf (J.7)
Q(P'Q)~'P! = Ub[UfUs] U . (J.8)

Thus the numerical instabilities disappear from the problem of computing the equal-time
Green’s function. Since all physical observables relies on the equal-time Green’s function,
the above stabilization procedure leaves the physical results invariant.



Appendix K

Two-body operators

This appendix shows that any two-body operator can be expressed as a sum of squares
of one-body operators. It is not essential to the implementation of this thesis but shows that
the Hubbard-Stratonovich transformation can be used to handle any two-body interactions.
It expands on the materials in Zhang [47, p.10] and Motta et al. [24, p. 9].

The general form of an operator in second-quantization is

H= ZAUCZC] + Z‘fl]kgc crepey, (K.1)
ijkl

where the second term is the most general form of a two-body operator:

V= ZVUMC cicoc . (K.2)
ikt

We first introduce two new indices a = (4,£) and 8 = (k, j) and letting Vg = V(i 0), (k,j) =
Vijke. Note that this is simply a different scheme of labeling the indices. If there are M
single-particle basis states (labeled by 4,/,j and k), there are M? possible values of a (and
M? values of 3). Note that each of the indices i,/,j and k ranges over both space and spin
coordinates e.g. on an N-site lattice with two possible spins on each lattice site, M = 2N
hence M? = 4N?.

We first prove that the matrix V is Hermitian, that is

Vzﬁ = Vsa - (K.3)
From the way « and 3 are defined, this is equivalent to showing that
Viike = Vieij - (K.4)

Note that in this notation when converting from V to V, the first of the two subscripts of V
forms the two “outer” subscripts of V' (in the correct order) while the second of the two
Subscripts of V forms the inner subscripts of V' (in reversed order) Thus Vga becomes Vip;;.
q. (K.4) follows immediately from the Hermiticity of V=H-K (which is in turn
Hermltlan because H and K are both Hermitian). Since V is Hermitian, we have

vi=v. (K.5)
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Appendix K.

Two-body operators

The LHS of Eq. (K.5) is

E Vzgkéc c cocy
ijke

_ «  F T
= E ViikeCrCoCiCi
ijke

Vijke is a scalar

while the RHS is

V=>" Vijreclclecer
ijke

= Z ngijc};c};cjci rename i — k,j > Lk —> 1,0 — 7 .

ijkt
By “comparing coefficients” of Eqgs. (K.7) and (K
Hermitian. Thus we can diagonalize V as

Vag = RYAR

M2
= Z(
y=1

RT)M/ AWR'W

(K.6)

(K.7)

(K.8)

(K.9)

.9), we have proved Eq. (K.4), hence V is

(K.10)

(K.11)

where A is the diagonal matrix containing the eigenvalues \,. As a side note, because V is

Hermitian, the A,’s are real.
V can then be rewritten

V= ZVWMC CiCyCl

igkl
= Z Viikecl (650 — ¢ CT)
ijkeC; é 74 Ck
ijkl
= — Z ‘/zylcec CEC cr + Z V;]kzéc Ck5
ijkl ijke
= —Z Z cieo)( el i¢k) Vijke + ZV%J’ﬂJCzck
(i) (k) ik
Let po = cler, g = clex, a = (i,£) and B = (k, j), we have
M2 M2
V==3"> patsVas + Z va ciek
a=1p=1 ‘
M2
=~ Z Paqp Z Nay A Rys | + Z Z%jkj o
af=1 v=1 ik J

Note that p, and gg are Hermitian conjugates of each other!

M?2
P=-3
0l

M?2

Z qlé (RT)a

[0}

M?2
Z R.sq5 | + Z Z Vijii | cler.
B ik J

(K.12)

{ch, e} =05 (K13)
(K.14)

(K.15)

(K.16)

using Eq. (K.11).

(K.17)

(K.18)
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Define
M2
Py =D Ropas =y Rywjecicn (K.19)
B kj
and
Po=_ | D Vi | cler. (K.20)
ik j

Note that both py and py are one-body operators. Then we can rewrite Eq. (K.18):

M2
V== M5t} + 7o (K.21)
-

N =

where {, } denotes the anticommutator. Since

N T [P A PO A
{p’vafy}: 5 |:( ’Y+p'y) - (pv_P»y> :| ) (K22)

we have succeeded in writing the two-body operator V as a sum of squares of one-body
operators. The operator py is a linear one-body operator and can be combined into the
one-body part of the Hamiltonian.

Thus the general second-quantized operator in Eq. (K.1) now can be expressed entirely
in terms of one-body operators

~ ~ 1 M2 N N 2 N . 2
H=Ho— 7> A [(Pw + pL) - (pw — pl) ] (K.23)

! From the definition of p, and gz in Eq. (K.15) and the resulting expression in Eq. (K.16), we are
essentially making the association

S = Y ele

(i,0)

and

Sas= 3 dla

B (k.3)

Taking the Hermitian conjugate of this equation gives
T T
doas] = | D e
B (k,5)

= E c;Ce rename ¢ = k, £ — j

This is what we meant by saying gs and p. are Hermitian conjugates. This also means that the a and
indices are the same.
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where the \,’s are real and ﬁg is a (linear) one-body operator:

ffo = Z A + Z Vijkj CICJ‘ , (K.24)

which is easy to propagate and requires no Monte Carlo sampling. The sum in Eq. (K.23)
contains the squares of one-body operators p,:

ﬁ,y = Z Rv(ku’)c;f‘ck . (K.25)
kj

From Appendix A, we know that every square of an operator produces an auxiliary field
under the Hubbard-Stratonovich transformation. Since there are 20?2 squares of one-body
operators in Eq. (K.23) (two for each term of the y-summation), the worst case scenario
(i.e. a completely generic two-body operator) will require sampling 2M? auxiliary fields
per random walk step. As noted on page 109, for a N-site lattice with spin-1/2 particles,
M = 2N i.e. the worst case scenario requires sampling 8N? auxiliary fields per random walk
step.

However, this number is often much smaller in practice. As we have seen in the Hirsch
spin transformation in Eq. (A.15), we only need to sample N auxiliary fields per random
walk step.
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